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ABSTRACT- A typical operating environment of a packet switgh
(store-and-forward) computer communication netwisrthat it is shared by
many users with different classes of packets. Rackay be classified in a
very general fashion by types of users, message$ications, transactions,
response time requirements, packet parameters ascpacket rate and
length, and by network parameters such as soursérdgion and path
length. A well-designed network must provide accasd performance
assurance to all packet classes. An architectune designing such a
communication network is presented in [1]. Thistatecture is based on
MPLS as an underlying technology used for IP tramspnd DiffServ-like
mechanisms for QoS provision which use simple pyioqueuing to
differentiate several traffic classes by assigrttigm different delay targets.

In this paper, we introduce a mathematical model feerformance
evaluation for QoS Provisioning in MPLS/DiffServsBd IP Networks. This
mathematical model is formulated to evaluate thefopmance of the
proposed architecture described in [1]. Two part® &onsidered in the
evaluation. One, is the analysis of the propose8 @uting algorithms that
are used in the proposed architecture, the othethis analysis of the
average packet delay over the network. An M/G/1-pleemptive priority
gueuing system is used as the evaluation modein&atyze the average
packet delay over the network. Relative MPLS/Ditf84th Non-Preemptive
Priority Queuing system performance compared to BPlffServ without
priority (FIFO)[2] is evaluated. The results inditathat for well-designed
MPLS/DiffServ equipments, original IP packet datap be reduced by 39%
or more with FIFO queuing system [2] and 42% or morith Non-
preemptive priority queuing system.

KEYWORDS: QoS, CoS, MPLS, DiffServ, DSCP, IP.

1. INTRODUCTION
In providing multiple services in a single netwdhere is two great directions which
could be labeled by Quality of Service (QoS) abldss of Service (CoS). WitQoS
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usually some sort of per-flow queueing is assodiatdich allows to give exact

performance guarantees and allows to emulate folation. The latter fact allows to
some degree to apply basic queueing theory refsults/erage case behavior of a flow.
The drawback of per-flow traffic control mainlytisat it runs into scalability problems
in high multiplexing environments and is usuallynsimered infeasible for the

backbone of large networks as, e.g., the Inte@jet |

By CoS, a class-based differentiation betweenitreédffmeant. The associated per-class
gueueing achieves high scalability by supportindy an limited number of traffic
classes in the network. Within one class flows cetmgor the available resources in
that class. Note that sometimes CoS is consideradiaset of QoS, but for the sake of
contrasting the per-flow and per-class traffic cohapproach we use these two terms
(as it is often done in the literature). There segeral alternatives for scheduling the
different classes in a class-based packet netvileeksimplest variant is to give non-
preemptive priority to packets belonging to morepdmant classes (numerically
lower). This is, in the realm of queueing systemsuyally callednon-preemptive
priority queueing Due to its simplicity non-preemptive priority sttuling is usually
implemented on today’s routers.

The rest of the paper is structured as followsSéwtion 2, we introduce the analytical
evaluation model. In section 3, we determine pataradén the evaluation model and
then draw a set of conclusions on the results.llyinsection 4, is a short conclusion
for this paper.

2. ANALYSIS OF THE PROPOSED QOS ROUTING ALGORITHMS

This section presents a quantitative analysis efpfoposed QoS routing algorithms
described in [1]. This analysis is based on sintaexperiments and mathematical
model. To evaluate these algorithms we must exgtaredifferent components which
are:

Weight vector in LCF

Processing time for QoS path computation.

Complexity of QoS routing table Computation.

Blocking probability (Call rejection rate) for tipoposed QoS algorithms.

PwnE

The first three components are described in [2wedocus in this paper on the last
component which aims to measure the blocking priiibafCall rejection rate) for the
proposed two QoS algorithms.

2.1 Blocking Probability For The Proposed Two Qos Routing
Algorithms

Finding a path in the network for each traffic flable to guarantee some quality
parameters such as bandwidth and delay is the ¢dsRoS routing algorithms
proposed in [1]. The proposed algorithms are desigso that when more than one
path satisfying the bandwidth demand exists, thecten of the path aims to
achieving the second constraint and minimizing Ihecking probability of future
requests.
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In this section a mathematical model that allowddtermine a theoretical lower bound
to the connection rejection rate based on the deterlang formula is presented. We
compare to such bound the performance of the peapakyorithms and show that the
blocking probability of this algorithms, is quiteose to the bound.

2.2 Mathematical Model Based On The Extended Erlang Formula
To Measure The Connection Rejection Rate

Let us consider a directed grah= (N, A) defined by a set of nodedy , and a set
of arcs, A. Every arc(i, j) U A is characterized by a capaci@y that represents the
maximum flow that can be shipped over that arc.

Let us consider a network system withservers, to whichtM different traffic classes
are offered. The connections belonging to the classquesth bandwidth units. The

connections arrival process is a Poisson procefs average equal td,, while the
connections duration is distributed according t@emeric distribution with mean

M

service time E(T, ). Let A = Z)li be the total load offered to the network and
i=1

P, = AE(T; ) the traffic offered to the network by each class.

The state of this system is defined by the numidecomnections that occupy the
servers. Ifn is the number of such connections belonging tactassi , the set of all

the possible states is expressedSes{n: (n,....,n, )| X <C}, with X indicating
the total occupation of all the servers, calculatsd

M
X =) nb=nb (1)
i=1
The state space of the syst€drtonsists of the allowed states as showFigure 1.
Q={n:nb<C} (2)

N4

Figure 1: The state space of the link Q with capacity C.



826 Ibrahim 1. Ibrahim ; Abd ELrahman H. Elsawy and Mahmoud M. Elmesalawy

The set of blocking statef of traffic classi consists of those allowed states where
no more class- calls can be admitted without violating the capacanstraint.

B ={n:C-b <nb<C} (3)
As shown from equation (3), The greal®r the larger is the set of blocking states.

Denote byg the vector with all components equal to zero, ekéepcomponent ,
whichis one. By means of this, the set of blockingestaian be written as:

B ={n:n0Q,n+e 0Q} 4)
A new classt call would take the system outside the allowedaegi

Figures 2 and3 show the blocking states of classes 1 and 2, résgpBc The set of
blocking states3, can be characterized as:

e “Last states" at the end of columns is thdirection.
» States between the hyperplanes corresponding toaftecity occupancie€
and C —Db . This can be obtained by translating tBe- hyperplane by one

step in thel -direction towards the origin.

Figure 2: Blocking states of class 1. Figure 3: Blocking states of class 2.

Under the assumptions made, the system constitutelarkov process which is a
multi-dimensional birth-death process and the stedaesition from any state to a
typical state within the allowed region are showrigure 4.

The balance equations have a product form solatsoiollows:

ael A pu™_15n"

G n! n, GLIn! ©)

Where G is the normalization constant that ensures tl@yzbum to one.



PERFORMANCE ANALYSIS FOR QOS PROVISIONING IN.... 827

n+e
e 2

}‘“2 (n2+1 )]—lz
.-—-'-'_7"2‘_‘-'-2 .-—-'-'_'_;‘I_I“:"-i
ﬂ-e1 ® - L - L] ﬂ+e1
n,H, (n1+1 )“1
}‘“’2 N,k
[
ﬂ-&2

Figure 4: Multidimensional birth-death process.
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Using the steady state probability calculated weiiation (5) we can calculate the loss
probability of generic class, 7z, as follows:

(1) For FIFO queuing system
=) mn,...ny) (7)

nOg;
(2) For priority queuing system

For M priority classesl2,...,M . The highest—priority class is taken to be 1 dra t

lowest isM , in descending order as labelled so that a custevitk the priority P
has higher priority than customers with priorl8/+1. The loss probability of generic
classi with priority P, 77, is given as follows:

My = ) (n,,..n;) ®)

n0Bp

In which S, is the set of the blocking states for the cliasgth priority P, defined as:

Be ={n:C—bF,<Zp:r1bI <C}.

i=1
The overall connection rejection probabiliy,; is then given by:
P = { AI’Z

rej
i=1 /1t

(9)
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Example Of Calculating The Blocking Probabilities

Suppose a link with capacit§ is used by connections belonging to two different
classes. The parameters are:

C =6Mbpsu =10
=1b =1Mbps
P, = 05b, = 2Mbps

The state space, the allowed states and the bipchates of the traffic classes are
shown inFigure 5.

0.020

ﬂ 0.125 ¢

P,
n! 0.50

1.0 1.0 05 0167 0.042 0.008 0.001

pl% =

Figure 5: The state space, the allowed states and the
blocking states of the traffic classes.

The normalization facto€ is the sum of the unnormalized probabilities,
G= zpl ; zrj =441
AL Ny ' n0Q i=

Assuming that FIFO queuing system, the sums ohtmealized probabilities over the
sets of blocking states (loss probability) are:

=Y mn,n) = ” =i *011= 24%
n0B; nDﬁ 1= 44

=S an,n) == Z ” A =i*o.11= 7.3%
n0B, nIII/?2 1=
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As shown from the results of this example, thefitabf class 2 has higher loss
probability than traffic of class 1, which has hicgpacity requirement.

The overall connection rejection probabiliy; is then given by:

P, =ZM=£)*2.4+3*7.3= 2%
~ ) 15 15

2.3 Simulation And Numerical Results

In this section we compare the performance of ttepgsed algorithms in the two

cases of queuing systems (FIFO and priority quelspstem). The performance

function we consider is the percentage of rejectdts versus the average total load
offered to the network. We also compare the peréoree achieved by these routing
algorithms with the theoretical bound provided bg mathematical model that have
been presented in the previous section.

To perform this evaluation we have considered t8&NET network topology shown
in Figure 6, with 14 nodes and 21 links, all having a capaeijyal to 30 bandwidth
units. The traffic offered to the network is divideito M = 5 traffic classes with the
following parameters:

Service class-1(SC-B»> b, =5units.

Service class-2(SC-2p b =10 units.

Service class-3(SC-3p b =12 units.

Service class-4(SC-4 b, =15 units.

Service class-5(SC-5% b, = 20 units.

Figures 7-10 show the results of our performance evaluatiigure 7 shows the
overall call rejection probability for the two proged algorithms which compared to
the lower bound calculated by the mathematical riodequation (9). Figure 8 shows
the call rejection probability for different sereicclass with different bandwidth

requestFigures 9 and10 show how the call rejection probability is affecteg the
priority level of the traffic class.

Figure 6: (14 Nodes, 21 Links) NSFNET topology.
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Figure 7: Connection rejection Figure 8: Connection rejection
probability versus average offered probability for different traffic
load to the network. classes.

Call Rejection Probability
Call Rejection Probability

Figure 9: Connection rejection Figure 10: Connection rejection
probability for different priority probability versus priority level
levels

From the figures we can get the following conclasio

1. As shown inFigure 7, the call rejection probability for the two algiwins are
approximately the same and they are very closhddawer bound provided by
the mathematical model.

2. Figure 8 shows that the blocking probability for connectidhat requested large
bandwidth is higher than the blocking probability Eonnections that requested
small bandwidth.

3. Figures 9 and10 shows that as the priority level of the trafficsdds increased
as the blocking probability for connections belanpto that class is decreased,
so critical traffic must be assigned a higher ptydevel.
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3. EVALUATION MODEL ANALYSIS FOR AVERAGE PACKET
DELAY OVER THE NETWORK

In this section we model a data network as a nétvedrcommunication channels
whose purpose is to move data messages from thgin ¢o their destination. Each
channel was modeled as a server serving a queudatf messages awaiting
transmission as shown iRigure 11. The main metric used for the performance

evaluation of the network wals(T.;.) , the average time it took for messages to move
across the network.

Server
Quaus/Buffer ’

Arriving L Departing
Customers — = | | | | ’O_p Customers
e ——

Figure 11: Basic Queueing Theory Model.

Assume that the customers are divided into M pxiariasses. Customers of clasare
assumed to arrive according a Poisson processimtéhsity A (packets/sec), and the

mean service time iE(TSi ) sec. The second moment of the service time digtabis

denoted E(T, %), and the offered traffic (utilization) i® = AE(T,). Then the total

M
arrival rate (packets/sec) can be expressed asZAi which also is Poisson arrival
i=1
process. The resulting service time distributioenttbecomes a weighted sum of
service time distributions of individual classesdatine total mean service time

M
becomes: E(T,) = %E(Tsﬁ) and the total second moment is:
i=1
2 u /1 2
E(T) = Z_l“jE(TS ) . The total offered traffic is:

p= Zpl Z)I E(T, ) = AE(T,) and the remaining mean service time at a random

point of time becomes:

E(TR):i%E(T )= ZE(T) WhereE(T, ) = 'E(T %).

i=1 i=1
Based on this model, the packet delay per chawonelrfy class can be expressed as:

E(T) = E(T,) + E(T,) + E(Tg,) + T, = E(T,) + E(T.

ser ser.

)+T, (10)
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Where:E(T,) is the average waiting time per packB(T) is the average transmission
time (service time) per packetE(T,) = E(T,)+E(T,)is the average queuing

(Sojourn) time per packet=(T,, )is the mean searching time (lookup time) in the

er

routing table, and; is the propagation delay of the packet on the cblann

3.1 Average Waiting Time E(T,) Of Any Class

For M priority classesl?2,...,M . The highest—priority class is taken to be 1 dral t

lowest isM , in descending order as labelled so that a custevitk the priority P
has higher priority than customers with prioriB/+1. In non-preemptive system, a
service in progress is not interrupted.

Consider clas (1< P < M) in particular. Let a typical customer of this dasrive
at arbitrary time which has mean service tila€T; ), arrival intensity A, and the

mean waiting time of this class i&(T, ). The mean waiting time of clasP

customers E(TWP) can be derived directory by considering the folloyvthree
contributions:

(1) It must wait a random amount of time (residual mertime) E(T;) until the
customer currently in service completes service.tk@ work-conserving non-
preemptive queuing system under discussion heess@ghver always serves a
customer if one waiting to be served), this is petedent of queue discipline:

A

E(Tg) = ZEECFJ) (11)

i=1

(2) It must wait a waiting time, due to the customershie queue with priorityP
or higher, which are already in the queue at thgalrtime. We can derive this
waiting time using littel’s theorem.

P

> E(T,)A,.E(T,) (12)

i=1

(3) It must wait a waiting time to service the custosnith higher priority than p
arriving during the wait timeE(TWP)we can consider this waiting time as
follows:

P-1

> E(T,).A.E(T,) (13)

i=1

Putting these three observations together, we write

E(T,) = E(T)+ Y E(T)AET, )+ S E(T, )4 E(T, ) (14)
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We can solve equation (14) for the wait time oftealass recursively, starting with the
highest priority class 1 to get a general formdlthe mean waiting time of any service
class with priorityP as follows:

iﬁE(T %)
E(TWP) — _E(TR) _ — jzl_ : _ (15)
(1_10P )(1_10P—1) (1_10P)(1_10P—1)
Where,,o_P = ZP:,OI- = ZP:AJ- .E(TSj )
j=1 i=1
3.2 Sojourn (Queuing) Time E(T,) Of Any Class
M)
Z?IE(TSJ_Z)
E(T,)=E(,)+E(,)=—"— —+E(T,) (16)
(1_10P )(1_10P—1)
Mo
2, EM9)
E(T,, ) For channef = E(qul )y=—=% — + E(Tsp, ) 17)

@- Pr )d- Pp-a, )

Where E(qu) is the average delay in passing through node.iglhannel i) for class
P.

3.3 Average Packet Delay Across The Network E(T) Of Any
Class

Average packet delay across the network of anysamshe mean end-to-end delay

E(T:1c) , which can be calculated as follows: Given

* The network topology with n- nodes and m-linksrasigure 12.
» Traffic matrix for each class asfigure 12.
» Routing strategy (Routing table): distribution dffic across the links (channels).

Mode |1 )2 |3 |4 |5 |6 |7 |&

=

Ya1 | T | Yas Tas | T | Yar | Y

T | Lt | | L | B

=

aall e |
=

Figure 12. Network topology and traffic matrix of clad2.
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n n
Ve = ZZyij , Where J; is the source destination traffic and, is the network
i=1 j=1

m

throughput for clasd in message/sed, = Z/]F,i is the total arrival intensity on all
i=1

links (channels) for clad?, /]F,i is the average arrival intensity dhchannel for class

P as determined from the traffic matrix and the nogitstrategy and accounting for the
effect of acknowledgement traffic, and thus, therage path length for messages

(average number of hops/messagg)= —
Ve

Mean per link delay of clasB = E(T,) = )liz/lpi E(T,) +E(T.) +-|:g

pi=1

= E(T,) = LS, (T, ) +T, )+ ET..) (18)

A T

Where'l:g = %ZAP.T% is the average propagation delay over m-linkslass
pi=1
PandT, is the propagation delay for link number i.

Thus, the average packet delay across the netathss P = E, (T.;z) =mean per
link delay of classP * average path length.

E.(Tere) = 1 -3 4, (ECT, ) +T, )} +E(T..) (19)
EP(TETE) ZA (E(T )+T )+E[(Tser)

e | Xhea
- z/}p. i=1 _ +E(Tsp,)+Tgi +E (T,) (20)

T 10,0 P

Where E, (T,
End).

<r) IS the total mean searching (Look up) time overghth (End-To-

3.4 Total Mean Searching Time E(T,
Domains

) For IP And MPLS/Diffserv

ser

As described in [2], the shortest path in IP dont@nsists ofﬁ nodes with the longest
matching search. So the total mean searching tiaetbe path (E-T-E) is:
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Et (Tser) = I:]'EIP (Tser) (21)

4-F
4

E(Teer) = ':{Co +¢ log(N) +cy( )log(N) + 2%} (22)

Where E; (T,,,) is the mean searching time per node, N denotetlimg table size,
M denotes the number of DSCPs (Number of classgsjienotes the constant part of
search timeg, denotes the time spent at each node on the forpathic, denotes the
time spent backtracking each node aogdenotes the time it takes for a key
comparison.

As also described in [2], the shortest path in MLffServ domain consists ol:1-
nodes, one of them has exact and longest matcldarcts (Engress node) and the

remaining (r_1—1) nodes have exact matching search. In the engreds ob the

MPLS/DiffServ domain we first look for the DSCP (@bt matching search) and then
look for the destination network prefix (Longesttofang search), So the total mean

searching time over the path (E-T-E) resultingrinFa byte match is:

Et (Tser) = EIP—Diff (Tser) + (n __1) EMPLS (Tser) (23)

4-F
4

E(T..) =[eo+ellog<M>+e3+co+cllog(N>+c2( )Iog(N)+2c}

+(n-D[d, +d, log(N) +d,] (24)

d,,d,,d,; Have the same meaning wity,c,,C,, but they should be smaller, for labels
are shorter than IP prefixes and MPLS forwardimdetdookup is mainly carried out by
hardware andg),€,€, have the same meaning with,d,,d, but should be smaller,
for DSCPs (8-bit) are shorter than labels (20-bit).

By using equation (20) and the total mean searctimgE, (T,,), we can write an
expression for the total mean end-to-end delay theemetwork for clas$’ in IP and
MPLS/DiffServ domains as follows:

 For IP domain:
M

A 2
1 ZéEa—si' )
Eo(Tere) = —Z/]PI ’ J_l" -

Ve im L- Pr )d- Pp-1, )

+E(T, )+T, |+ g, +¢log(N)

4-F
4

+¢y( )log(N) + 203} (25)
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 For MPLS/DiffServ domain:

v A ,

1o Z?IE(TSH )

Ep(Tere) = _Z/]pi | —= -
Yot | (- 05)A- ppy,)

+E(T, ) +T, | +[e +¢log(M)

4-F
4

+&+ G+ log(N)+c,(— —)log(N) + 203} +(n=1)[d, +d log(N) +d]

(26)

Also we can write the total mean end-to-end delasr the network for IP, MPLS and

MPLS/DiffServ domains without priority queuing (R as described in [2] as
follows:

18 240 - Ao (- 1Pckol? -
Elp(TETa:—z{ ZAPAZH S)+AiTgl+r{co+cllog<N>

i=1 2(:ucl _/]i)
+c2(4;F)Iog<N)+2c3} (27)
18| 24 = A p (- pctiol?
EMPLS(TETE):;;{ | é&é o ) +AiTgl+[co +cilog(N)
+c2(4;F>Iog< N)+ 2¢,]+ (n-1)[d, + d, log( N) + d,] (28)
_1h| 2A AR (1_’uzczi052)
EMPLS—Diff (TETE) - §|: 2(,uci _Ai) +/]iTgi } +&
4-F

+& +&log(M) + ¢, + ¢ log(N) + c,( )log(N) + 2c;

4
+(n=1)[d, +d, log(N) + ] (29)

1. . :
Where —is the mean packet (Message) Ienglfrp,2 is the variance,c;, A are the
7]

capacity and arrival intensity of channél respectively, andy is the network
throughput in message/sec.

4. PERFORMANCE EVALUATION OF THE PROPOSED
ARCHITECTURE

In this section we will use our model described section 3 to evaluate the
performance of the proposed architecture in [1]r @waluation aims to show the
improvement in the average packet delay throughusieeof priority queuing system,
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so a relative performance of MPLS/DiffServ with d?ity Queuing compared to
MPLS/DiffServ and IP without priority queuing isauated.

To achieve this, we have to get parameters in amdein However these parameters are
closely related to specific hardware and softwaveh asc,,c,,C,,C;, and we can not

obtain them [4 ]. Therefore we do not intend toleate the absolute performance of
MPLS/DiffServ, which is also inaccurate and lessspasive. What we evaluate here is
the relative performance.

4.1 Parameters Determination

In our model there are various parameters and niest be determined to carry out
evaluation. First, is to determing ,d, and g.As our goal is to evaluate relative
performance, the absolute values of these parasnater not important. We define

d - , ,
R =— to indicate the ratio that MPLS is faster than Tihe values ofd, and
C

¢, depends on the searching process (Hardware or &efpand the IP prefix or label

length. Since the searching in IP routing tablecasried out by software and the
searching in MPLS forwarding table is mainly cadrigut by hardware, we can write

the following relations: d, O LyH,, ¢ U LS., and R :i:ﬂ:ﬁSR,
G

where L, and L_indicates the MPLS label length and IP prefix léngtspectively,

SR=i <1lis the searching ratio to indicate that searchiagied by hardware

C

(H,) is faster than searching carried by softwar& )( We also define

Igli S I'e;zeto indicate the ratio that searching on specificCPSis faster than
G

C

searching on IP prefix in the routing table whérge denotes the length of the DSCP
(8-bit). Since the IP prefix lookup and DSCP lookupcesses are carried out in the

L
same node (Engress node), we can fut S and thus R reduces tof. For

C

simplicity we assume thaR = R:i :% :%SR and |52i = fq:i :%_
G 5 . o

C
For a real BGP routing table that contains 2121&fixrthe prefix length statistics
result is shown irFigure 18 [4], [7]. From this distribution we can assumetttize

average IP prefix lenglh =24-bits. By putting L, =20-bitsand

L, =8—-bitswe can write the following relationR = G - LMo _ —SR and
C LS. 6
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. From these two relations, we can get the valfied and g as a function

wlpk

|;2 = E =
G
of SR for given values of, .

4.2 Performance Evaluation

Figures 13-17 shows the results of our performance evaluatiorthé evaluation we
set C,,C;,C,,C, respectively to be 5ns, 1ns, 1ns, Ifigures 3-5 shows the average
packet delay as a function of lookup table size Njer M=8 which is the maximum
number of service classes as described inHijure 6 shows the MPLS/DiffServ
performance gain as a function of N. We also adjustvalue of SR to be 0.8, 0.9, 1
and results are displayed in figures.

120 120

& P (N0 Prioriy)
110} | —— MPLS/DifSery, P=1
—¥ MPLS/DISEN, P=i

Wi=8 n=33R=06

—& |P (No Priority)
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—h— MPL3/DIffServ P=135R=09
—— WPL3/DIMSer P=15R=04
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=
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Figure 13: Average Packet Delay Figure 14: Average Packet Delay
for different priprity levels. for different SR.
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Figure 15: Average Packet Delay Figure 16: Relative MPLS/DiffSeve
for MPLS/DiffServ with different performance gain as function of N.

priority levels.
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Figure 17: Relative MPLS/DiffServ Prefix length (Bits)
performance gain for different
priority levels. Figure 18: Prefix Length Distribution.

From the figures we can get the following conclasio

1. Packet delay increases linearly as a function @f () in the three cases, IP (No
priority), MPLS/DiffServ (P=1, P=8). With the sameokup table size, The
average packet delay of any class (P=1 to P=8paler than the original value in
IP domain with no priority used, which this demaeasts the improvement possible
through the use of MPLS and priority queueing.

2. Figure 14 shows that the average packet delay for MPLS/BiffSwith different
priority is greatly influenced by the parameter 8Rjch as SR decreases as we get
small packet delay.

3. Figure 15 shows that the average delay of the higher pyigrétckets (P=1) has
thus dropped to almost half of the original valudiPLS/DiffServ with no priority
used, while the lower priority packets (P=6 to Ph8ye larger packet delay than
the original value. This demonstrates that we heectasses from (P=1 to P=5) for
applications that required high QoS (Small delay) aontrol packets while the
other classes is used for best effort traffic.

4. To evaluate the relative performance of MPLS/DiffSith priority queueing
compared to IP, we define MPLS/DiffServ performageaén to be the ratio of the
difference between IP packet delay and MPLS/DiffSesicket delay of specific
class divided by IP packet delay. Fréigure 16 we see that the MPLS/DiffServ
performance gain increases as the lookup tablegs@es which indicates that the
proposed architecture is more suitable for large sietworks, which have large
lookup table. We also note that the performance gagreatly influenced by the
priority level. For (P=1), MPLS/DiffServ performamaain is around 42%, for
(P=5), it is around 30%, for (P=8), it is around4.0

5. We also define the MPLS/DiffServ performance gamnbe the ratio of the
difference between MPLS/DiffServ packet delay witlh priority used and
MPLS/DiffServ packet delay of specific priority s divided by MPLS/DiffServ
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packet delay with no priority used. Frafigure 17 we see that the MPLS/DiffServ
performance gain decreases as the priority levaedse from (P=1 to P=8).

5. CONCLUSIONS

In this paper, we reported on a detailed evaluatibthe proposed architucre in [1].
Firstly we discuss the proposed QoS routing algor#, We showed that the overall
call rejection probability for the two proposed @lighms are very close to the lower
bound provided by the mathematical model. Secomdlyinroduce a mathematical
model based on M/G/1 with Non-Preemptive PriorityeQing system to measure the
average packet delay in IP and MPLS/DiffServ domairhe average packet delay is
an estimated value for many parameters in our madelhard to determine, so we
depend on the relative evaluation.

Our relative evaluation shows that the average gtad&lay of high priority classes is
much smaller than the original value in IP and MRiServ domains with
MPLS/DiffServ performance gain equal to 42% or nimrehigher priority class.

Finally this paper shows that, the proposed agchitre in [1] can be used to support
multiple number of service classes with reductiorthie original IP packet delay by
42% or more with guaranteed end-to-end QoS.
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