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ABSTRACT–  A typical operating environment of a packet switching 
(store-and-forward) computer communication network is that it is shared by 
many users with different classes of packets. Packets may be classified in a 
very general fashion by types of users, messages, applications, transactions, 
response time requirements, packet parameters such as packet rate and 
length, and by network parameters such as source-destination and path 
length. A well-designed network must provide access and performance 
assurance to all packet classes. An architecture for designing such a 
communication network is presented in [1]. This architecture is based on 
MPLS as an underlying technology used for IP transport and DiffServ-like 
mechanisms for QoS provision which use simple priority queuing to 
differentiate several traffic classes by assigning them different delay  targets. 
 

In this paper, we introduce a mathematical model for performance 
evaluation for QoS Provisioning in MPLS/DiffServ-Based IP Networks. This 
mathematical model is formulated to evaluate the performance of the 
proposed architecture described in [1]. Two parts are considered in the 
evaluation. One, is the analysis of the proposed QoS routing algorithms that 
are used in the proposed architecture, the other is the analysis of the 
average packet delay over the network. An M/G/1 Non-preemptive priority 
queuing system is used as the evaluation model to analyze the average 
packet delay over the network. Relative MPLS/DiffServ with Non-Preemptive 
Priority Queuing system performance compared to MPLS/DiffServ without 
priority (FIFO)[2] is evaluated. The results indicate that for well-designed 
MPLS/DiffServ equipments, original IP packet delay can be reduced by 39% 
or more with FIFO queuing system [2] and 42% or more with Non-
preemptive priority queuing system. 
 
KEYWORDS: QoS, CoS, MPLS, DiffServ, DSCP, IP. 

 
1. INTRODUCTION 

In providing multiple services in a single network there is two great directions which 
could be labeled by  Quality of  Service (QoS) and  Class of  Service (CoS).  With QoS 
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usually some sort of per-flow queueing is associated which allows to give exact 
performance guarantees and allows to emulate flow isolation. The latter fact allows to 
some degree to apply basic queueing theory results for average case behavior of a flow. 
The drawback of per-flow traffic control mainly is that it runs into scalability problems 
in high multiplexing environments and is usually considered infeasible for the 
backbone of large networks as, e.g., the Internet [9].  
 

By CoS, a class-based differentiation between traffic is meant. The associated per-class 
queueing achieves high scalability by supporting only a limited number of traffic 
classes in the network. Within one class flows compete for the available resources in 
that class. Note that sometimes CoS is considered as subset of QoS, but for the sake of 
contrasting the per-flow and per-class traffic control approach we use these two terms 
(as it is often done in the literature). There are several alternatives for scheduling the 
different classes in a class-based packet network, the simplest variant is to give non-
preemptive priority to packets belonging to more important classes (numerically 
lower). This is, in the realm of queueing systems, usually called non-preemptive 
priority queueing. Due to its simplicity non-preemptive priority scheduling is usually 
implemented on today’s routers. 
 

The rest of the paper is structured as follows: In Section 2, we introduce the analytical 
evaluation model. In section 3, we determine parameters in the evaluation model and 
then draw a set of conclusions on the results. Finally, section 4, is a short conclusion 
for this paper.  
 
2.  ANALYSIS  OF  THE PROPOSED  QOS  ROUTING  ALGORITHMS 

 

This section presents a quantitative analysis of the proposed QoS routing algorithms 
described in [1]. This analysis is based on simulation experiments and mathematical 
model. To evaluate these algorithms we must explore four different components which 
are: 
 

1. Weight vector in LCF 
2. Processing time for QoS path computation. 
3. Complexity of  QoS routing table Computation. 
4. Blocking probability (Call rejection rate) for the proposed QoS algorithms. 

 

The first three components are described in [2], so we focus in this paper on the last 
component which aims to measure the blocking probability (Call rejection rate) for the 
proposed two QoS algorithms. 
 
2.1  Blocking Probability For The Proposed Two Qos Routing 

Algorithms 
 

Finding a path in the network for each traffic flow able to guarantee some quality 
parameters such as bandwidth and delay is the task of QoS routing algorithms 
proposed in [1]. The proposed algorithms are designed so that when more than one 
path satisfying the bandwidth demand exists, the selection of the path aims to 
achieving the second constraint and minimizing the blocking probability of future 
requests.  
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In this section a mathematical model that allows to determine a theoretical lower bound 
to the connection rejection rate based on the extended erlang formula is presented. We 
compare to such bound the performance of the proposed algorithms and show that the 
blocking probability of this algorithms, is quite close to the bound. 
 
2.2  Mathematical Model Based On The Extended Erlang Formula 

To Measure The Connection Rejection Rate 
 

Let us consider a directed graph ),( ANG =  defined by a set of nodes, N , and a set 

of arcs, A . Every arc Aji ∈),(  is characterized by a capacity ijC  that represents the 

maximum flow that can be shipped over that arc.  
 

Let us consider a network system with C  servers, to which M  different traffic classes 
are offered. The connections belonging to the class i  request ib  bandwidth units. The 

connections arrival process is a Poisson process with average equal to iλ , while the 

connections duration is distributed according to a generic distribution with mean 

service time )(
isTE . Let ∑

=

=
M

i
it

1

λλ  be the total load offered to the network and 

)(
isii TEλρ = the traffic offered to the network by each class. 

 

The state of this system is defined by the number of connections that occupy the 
servers. If in  is the number of such connections belonging to the class i , the set of all 

the possible states is expressed as }|),....,(:{ 1 CXnnnS M ≤= , with X  indicating 
the total occupation of all the servers, calculated as: 
 

bnbnX
M

i
ii .

1

==∑
=

           (1) 

 

The state space of the system Ω consists of the allowed states as shown in Figure 1.  
 

}.:{ Cbnn ≤=Ω                       (2) 
 

 
 

Figure 1: The state space of the link Ω  with capacity C . 
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The set of blocking states iβ  of traffic class i  consists of those allowed states where 

no more class-i  calls can be admitted without violating the capacity constraint. 
 

}.:{ CbnbCn ii ≤<−=β            (3) 
 

As shown from equation (3), The greater ib , the larger is the set of blocking states. 
 

Denote by ie  the vector with all components equal to zero, except for component i , 

which is one. By means of this, the set of blocking states can be written as: 
 

},:{ Ω∉+Ω∈= ii ennnβ           (4) 
 

A new class-i  call would take the system outside the allowed region. 
 

Figures 2 and 3 show the blocking states of classes 1 and 2, respectively. The set of 
blocking states iβ  can be characterized as: 
 

• “Last states" at the end of columns is the i -direction. 
• States between the hyperplanes corresponding to the capacity occupancies C  

and ibC − . This can be obtained by translating the −C  hyperplane by one 

step in the i -direction towards the origin.  
 
 

 
Figure 2: Blocking states of class 1. 

 
Figure 3: Blocking states of class 2. 

 
 
Under the assumptions made, the system constitutes a Markov process which is a 
multi-dimensional birth-death process and the state transition from any state to a 
typical state within the allowed region are shown in Figure 4. 
 
The balance equations have a product form solution as follows: 
 

∏
=

==
M

i i

n
i

M

n
M

n

nGnnG

iM

11

1

!
.

1

!
...

!
.

1 1 ρρρπ          (5) 

 

Where G  is the normalization constant that ensures that the π sum to one. 
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Figure 4: Multidimensional birth-death process. 
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Using the steady state probability calculated with equation (5) we can calculate the loss 
probability of generic class i , iπ , as follows: 
 

(1) For FIFO queuing system 
 

∑
∈

=
in

Mi nn
β

ππ ),...,( 1            (7) 

 

(2) For priority queuing system 
 

For M priority classes M,...,2,1 . The highest–priority class is taken to be 1 and the 

lowest is M , in descending order as labelled so that a customer with the priority P  
has higher priority than customers with priority 1+P . The loss probability of generic 
class i with priority P , Pπ , is given as follows: 
 

∑
∈

=
Pn

PP nn
β

ππ ),...,( 1            (8) 

 

In which Pβ  is the set of the blocking states for the class i with priority P , defined as: 
 

}:{
1

CbnbCn
P

i
iiPP ≤<−= ∑

=

β . 

 

The overall connection rejection probability rejP  is then given by: 

∑
=

=
M

i t

ii
rejP

1 λ
πλ

            (9) 
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Example Of Calculating The Blocking Probabilities 
 

Suppose a link with capacity C is used by connections belonging to two different 
classes. The parameters are: 
 

Mbpsb

Mbpsb

MbpsC

2,5.0

1,1

10,6

22

11

==
==

==

ρ
ρ

µ
 

 

The state space, the allowed states and the blocking states of the traffic classes are 
shown in Figure 5. 
 

 
 
 
 

Figure 5: The state space, the allowed states and the 
      blocking states of the traffic classes. 

 
The normalization factor G  is the sum of the unnormalized probabilities,  
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Assuming that FIFO queuing system, the sums of the normalized probabilities over the 
sets of blocking states (loss probability) are: 
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As shown from the results of this example, the traffic of class 2 has higher loss 
probability than traffic of class 1, which has high capacity requirement. 
 

The overall connection rejection probability rejP  is then given by: 
 

%43.7*
15

5
4.2*

15

102

1

=+==∑
=i t

ii
rejP

λ
πλ

 

 
2.3  Simulation  And  Numerical  Results 
 

In this section we compare the performance of the proposed algorithms in the two 
cases of queuing systems (FIFO and priority queuing system). The performance 
function we consider is the percentage of rejected calls versus the average total load 
offered to the network. We also compare the performance achieved by these routing 
algorithms with the theoretical bound provided by the mathematical model that have 
been presented in the previous section. 
 

To perform this evaluation we have considered the NSFNET network topology shown 
in Figure 6, with 14 nodes and 21 links, all having a capacity equal to 30 bandwidth 
units. The traffic offered to the network is divided into M = 5 traffic classes with the 
following parameters: 
 

Service class-1(SC-1) ⇒  51 =b units. 

Service class-2(SC-2) ⇒  101 =b  units. 

Service class-3(SC-3) ⇒  121 =b  units. 

Service class-4(SC-4) ⇒  151 =b  units. 

Service class-5(SC-5) ⇒  201 =b  units. 
 

Figures 7-10 show the results of our performance evaluation. Figure 7 shows the 
overall call rejection probability for the two proposed algorithms which compared to 
the lower bound calculated by the mathematical model in equation (9). Figure 8 shows 
the call rejection probability for different service class with different bandwidth 
request. Figures 9 and 10 show how the call rejection probability is affected by the 
priority level of the traffic class. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6: (14 Nodes, 21 Links) NSFNET topology. 
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Figure 7: Connection rejection 
probability versus average offered 
load to the network. 

 
 

Figure 8: Connection rejection 
probability for different traffic 
classes. 
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Figure 9: Connection rejection 
probability for different priority 
levels 

Figure 10: Connection rejection 
probability versus priority level 

 
 
 
From the figures we can get the following conclusions: 
 

1. As shown in Figure 7, the call rejection probability for the two algorithms are 
approximately the same and they are very close to the lower bound provided by 
the mathematical model. 

2. Figure 8 shows that the blocking probability for connections that requested large 
bandwidth is higher than the blocking probability for connections that requested 
small bandwidth. 

3. Figures 9 and 10 shows that as the priority level of the traffic class is increased 
as the blocking probability for connections belonging to that class is decreased, 
so critical traffic must be assigned a higher priority level. 



PERFORMANCE  ANALYSIS  FOR  QOS  PROVISIONING  IN…. 
________________________________________________________________________________________________________________________________ 

831 

3.  EVALUATION  MODEL  ANALYSIS  FOR  AVERAGE  PACKET  
DELAY  OVER  THE  NETWORK 

 

In this section we model a data network as a network of communication channels 
whose purpose is to move data messages from their origin to their destination. Each 
channel was modeled as a server serving a queue of data messages awaiting 
transmission as shown in Figure 11. The main metric used for the performance 
evaluation of the network was )( ETETE , the average time it took for messages to move 
across the network. 
 

 
 

Figure 11: Basic Queueing Theory Model. 

 
Assume that the customers are divided into M priority classes. Customers of class i are 
assumed to arrive according a Poisson process with intensity iλ  (packets/sec), and the 

mean service time is )(
isTE sec. The second moment of the service time distribution is 

denoted )( 2

isTE , and the offered traffic (utilization) is )(
isii TEλρ = . Then the total 

arrival rate (packets/sec) can be expressed as ∑
=

=
M

i
i

1

λλ  which also is Poisson arrival 

process. The resulting service time distribution then becomes a weighted sum of 
service time distributions of individual classes and the total mean service time 

becomes:  )()(
1

is

M

i

i
s TETE ∑

=

=
λ
λ

   and the total second moment is: 

 

 )()( 2

1

2

is

M

i

i
s TETE ∑

=

=
λ
λ

. The total offered traffic is:  

 

 )()(
1 1

s

M

i
s

M

i
ii TETE

i
λλρρ ===∑ ∑

= =

 and the remaining mean service time at a random 

point of time becomes: 
 

 )()(
2

)(
1

2

1
∑∑

==

==
M

i
Rs

M

i

i
R ii

TETETE
λ

, Where )(.
2

)( 2

ii s
i

R TETE
λ= .  

  
Based on this model, the packet delay per channel for any class can be expressed as: 

 

gsersw TTETETETE +++= )()()()( gserq TTETE ++= )()(                                 (10) 
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Where: )( wTE is the average waiting time per packet, )( sTE is the average transmission 

time (service time) per packet, )()()( swq TETETE += is the average queuing 

(Sojourn) time per packet, )( ersTE is the mean searching time (lookup time) in the 

routing table, and gT is the propagation delay of the packet on the channel. 

 
3.1  Average  Waiting  Time )( wTE  Of  Any  Class 

 

For M priority classes M,...,2,1 . The highest–priority class is taken to be 1 and the 

lowest is M , in descending order as labelled so that a customer with the priority P  
has higher priority than customers with priority 1+P . In non-preemptive system, a 
service in progress is not interrupted.  
 

Consider class )1( MPP ≤≤  in particular. Let a typical customer of this class arrive 

at arbitrary time which has mean service time )(
PSTE , arrival intensity Pλ , and the 

mean waiting time of this class is )(
PwTE . The mean waiting time of class P  

customers )(
PwTE  can be derived directory by considering the following three 

contributions: 
 

(1) It must wait a random amount of time (residual service time) )( RTE  until the 
customer currently in service completes service. For the work-conserving non-
preemptive queuing system under discussion here (the server always serves a 
customer if one waiting to be served), this is independent of queue discipline:  

 

)(
2

)( 2

1
is

M

i

i
R TETE ∑

=

= λ
                                                                              (11) 

 

(2) It must wait a waiting time, due to the customers in the queue with priority P  
or higher, which are already in the queue at the arrival time. We can derive this 
waiting time using littel´s theorem. 

 

           )(.).(
1

ii w

P

i
is TETE∑

=

λ                                                                       (12) 

 

(3) It must wait a waiting time to service the customers with higher priority than p 
arriving during the wait time )(

PwTE we can consider this waiting time as 

follows: 
 

            )(.).(
1

1
Pi w

P

i
is TETE∑

−

=

λ                                                                     (13) 

 

Putting these three observations together, we write: 
 

)(.).()(.).()()(
1

11
PiiiP w

P

i
isw

P

i
isRw TETETETETETE ∑∑

−

==

++= λλ                                 (14) 
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We can solve equation (14) for the wait time of each class recursively, starting with the 
highest priority class 1 to get a general formula of the mean waiting time of any service 
class with priority P as follows: 
 

)1)(1(

)(
2

)1)(1(

)(
)(

1

2

1

1

−

−

−
=

−

−

−
−−

=
−−

=
∑

PP

s

M

j

j

PP

R
w

j

P

TE
TE

TE
ρρ

λ

ρρ
      (15)  

 

Where, ∑∑
==

−
==

P

i
sj

P

j
jP j

TE
11

)(.λρρ            

 
3.2  Sojourn  (Queuing)  Time )( qTE   Of  Any  Class 
 

)()()(
PPP swq TETETE += )(

)1)(1(

)(
2

1

2

1

P

j

s

PP

s

M

j

j

TE

TE
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−−

= −

−

−
=
∑

ρρ
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                       (16) 

 

)(
PqTE For channel )(

)1)(1(

)(
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)(
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2

1
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ii

ij

i

iP s

PP

s

M

j

j

q TE

TE

TEi +
−−

== −

−

−
=
∑

ρρ

λ

             (17)  

 

Where )(
PqTE is the average delay in passing through node i (i.e. channel i) for class 

P . 
 
3.3  Average  Packet  Delay  Across  The  Network  )( ETETE  Of  Any  

Class 
 

Average packet delay across the network of any class is the mean end-to-end delay 
)( ETETE , which can be calculated as follows: Given 

• The network topology with n- nodes and m-links as in Figure 12. 
• Traffic matrix for each class as in Figure 12. 
• Routing strategy (Routing table): distribution of traffic across the links (channels). 
 

 
 

Figure 12. Network topology and traffic matrix of class P . 
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∑∑
= =

=
n

i

n

j
ijP

1 1

γγ , Where ijγ is the source destination traffic and Pγ  is the network 

throughput for class P in message/sec. ∑
=

=
m

i
PP i

1

λλ  is the total arrival intensity on all 

links (channels) for classP , 
iPλ  is the average arrival intensity on ith channel for class 

P as determined from the traffic matrix and the routing strategy and accounting for the 
effect of acknowledgement traffic, and thus, the average path length for messages 

(average number of hops/message) = 
P

Pn γ
λ=

−

. 

 

Mean per link delay of class P  = 
−

=

++= ∑ gserq

m

i
P

P
P TTETETE

Pi
)()(

1
)(

1

λ
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= ( ) )()(
1

)(
1

sergq
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P

P
P TETTETE

iPi
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=

λ
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                              (18) 

 

Where 
ii g

m

i
P

P
g TT ∑

=

−
=

1

1 λ
λ

 is the average propagation delay over m-links for class 

P and 
igT  is the propagation delay for link number i. 

 

Thus, the average packet delay across the network of class P = =)( ETEP TE mean per 

link delay of class P  * average path length. 
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Where )( sert TE is the total  mean searching (Look up) time over the path (End-To-

End). 
 
3.4 Total Mean Searching Time )( sert TE  For IP And MPLS/Diffserv 
Domains 

As described in [2], the shortest path in IP domain consists of 
−
nnodes with the longest 

matching search. So the total mean searching time over the path (E-T-E) is: 
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)(.( ) serIPsert TEnTE
−

=            (21) 
 








 +−++=
−

3210 2)log()
4

4
()log()( cN

F
cNccnTE sert      (22) 

 

Where )( serIP TE is the mean searching time per node, N denotes the routing table size, 

M denotes the number of DSCPs (Number of classes), 0c  denotes the constant part of 

search time, 1c  denotes the time spent at each node on the forward path, 2c  denotes the 

time spent backtracking each node and 3c denotes the time it takes for a key 

comparison. 

As also described in [2], the shortest path in MPLS/DiffServ domain consists of 
−
n -

nodes, one of them has exact and longest matching search (Engress node) and the 

remaining )1( −
−
n nodes have exact matching search. In the engress node of the 

MPLS/DiffServ domain we first look for the DSCP (Exact matching search) and then 
look for the destination network prefix (Longest matching search), So the total mean 
searching time over the path (E-T-E) resulting in an F  byte match is: 
 

)()1()(( ) serMPLSserDiffIPsert TEnTETE
−

− −+=           (23) 
 








 +−+++++= cN
F

cNcceMeeTE sert 2)log()
4

4
()log()log()( 210310  

[ ]310 )log()1( dNddn ++−+
−

           (24) 
 

310 ,, ddd  Have the same meaning with 310 ,, ccc , but they should be smaller, for labels 

are shorter than IP prefixes and MPLS forwarding table lookup is mainly carried out by 
hardware and 310 ,, eee  have the same meaning with 310 ,, ddd  but should be smaller, 

for DSCPs (8-bit) are shorter than labels (20-bit). 
 

By using equation (20) and the total mean searching time )( sert TE , we can write an 

expression for the total mean end-to-end delay over the network for class P in IP and 
MPLS/DiffServ domains as follows: 
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• For MPLS/DiffServ domain: 
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Also we can write the total mean end-to-end delay over the network for IP, MPLS and 
MPLS/DiffServ domains without priority queuing (FIFO) as described in [2] as 
follows: 
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Where 
µ
1

is the mean packet (Message) length, 
2

iσ is the variance, iic λ, are the 

capacity and arrival intensity of channel i respectively, and γ  is the network 
throughput in message/sec.  

 
4.  PERFORMANCE  EVALUATION  OF  THE  PROPOSED 

ARCHITECTURE 
 

In this section we will use our model described in section 3 to evaluate the 
performance of the proposed architecture in [1]. Our evaluation aims to show the 
improvement in the average packet delay through the use of priority queuing system, 
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so a relative performance of MPLS/DiffServ with Priority Queuing compared to 
MPLS/DiffServ and IP without priority queuing is evaluated.  
 

To achieve this, we have to get parameters in our model. However these parameters are 

closely related to specific hardware and software, such as ,,,, 3210 cccc and we can not 

obtain them [4 ]. Therefore we do not intend to evaluate the absolute performance of 
MPLS/DiffServ, which is also inaccurate and less persuasive. What we evaluate here is 
the relative performance.  
 
4.1  Parameters  Determination 
 

In our model there are various parameters and they must be determined to carry out 

evaluation. First, is to determine ii dc ,  and .ie As our goal is to evaluate relative 

performance, the absolute values of these parameters are not important. We define 

i

i
i c

d
R =  to indicate the ratio that MPLS is faster than IP. The values of id  and 

ic depends on the searching process (Hardware or Software) and the IP prefix or label 

length. Since the searching in IP routing table is carried out by software and the 
searching in MPLS forwarding table is mainly carried out by hardware, we can write 

the following relations: ddi HLd ∝ , cci SLc ∝ , and SR
L

L

SL

HL

c

d
R

c

d

cc

dd

i

i
i === , 

where dL and cL indicates the MPLS label length and IP prefix length respectively, 

1<=
c

d

S

H
SR is the searching ratio to indicate that searching carried by hardware 

( dH ) is faster than searching carried by software (cS ). We also define 

cc

ee

i

i
i

SL

SL

c

e
R ==
−

to indicate the ratio that searching on specific DSCP is faster than 

searching on IP prefix in the routing table where eL : denotes the length of the DSCP 

(8-bit). Since the IP prefix lookup and DSCP lookup processes are carried out in the 

same node (Engress node), we can put ce SS = and thus 
−
R  reduces to 

c

e

L

L
. For 

simplicity we assume that SR
L
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d
RR

c

d
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i
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c

e

i

i
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L

L
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e
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−−

. 

For a real BGP routing table that contains 21218 prefix, the prefix length statistics 
result is shown in Figure 18 [4], [7]. From this distribution we can assume that the 
average IP prefix length bitsLc −= 24 . By putting bitsLd −= 20 and 

bitsLe −= 8 we can write the following relations: SR
SL

HL

c

d
R

cc

dd

i

i

6

5===  and 
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3

1==
−

i

i

c

e
R . From these two relations, we can get the values of id and ie as a function 

of SR for given values of ic . 

 
4.2  Performance  Evaluation 
 

Figures 13-17 shows the results of our performance evaluation. In the evaluation we 

set 3210 ,,, cccc  respectively to be 5ns, 1ns, 1ns, 1ns. Figures 3-5 shows the average 

packet delay as a function of lookup table size (N) under M=8 which is the maximum 
number of service classes as described in [1]. Figure 6 shows the MPLS/DiffServ 
performance gain as a function of N. We also adjust the value of SR to be 0.8, 0.9, 1 
and results are displayed in figures.  
 

  
 

 

  
 

 

Figure 13: Average Packet Delay 
for different priprity levels. 

 

Figure 14: Average Packet Delay 
for different SR. 

  
 
 

  
 
 

Figure 15: Average Packet Delay 
for MPLS/DiffServ with different 
priority levels. 

Figure 16: Relative MPLS/DiffSeve 
performance gain as function of N. 
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Figure 17: Relative MPLS/DiffServ 
performance gain for different 
priority levels. 

 

 
Figure 18: Prefix Length Distribution. 

 
 
 
From the figures we can get the following conclusions 

  

1. Packet delay increases linearly as a function of Log (N) in the three cases, IP (No 
priority), MPLS/DiffServ (P=1, P=8). With the same lookup table size, The 
average packet delay of any class (P=1 to P=8) is smaller than the original value in 
IP domain with no priority used, which this demonstrates the improvement possible 
through the use of MPLS and priority queueing. 

2. Figure 14 shows that the average packet delay for MPLS/DiffServ with different 
priority is greatly influenced by the parameter SR, which as SR decreases as we get 
small packet delay. 

3. Figure 15 shows that the average delay of the higher priority packets (P=1) has 
thus dropped to almost half of the original value in MPLS/DiffServ with no priority 
used, while the lower priority packets (P=6 to P=8) have larger packet delay than 
the original value. This demonstrates that we use the classes from (P=1 to P=5) for 
applications that required high QoS (Small delay) and control packets while the 
other classes is used for best effort traffic.   

4. To evaluate the relative performance of MPLS/DiffServ with priority queueing 
compared to IP, we define MPLS/DiffServ performance gain to be the ratio of the 
difference between IP packet delay and MPLS/DiffServ packet delay of specific 
class divided by IP packet delay. From Figure 16 we see that the MPLS/DiffServ 
performance gain increases as the lookup table size grows which indicates that the 
proposed architecture is more suitable for large size networks, which have large 
lookup table. We also note that the performance gain is greatly influenced by the 
priority level. For (P=1), MPLS/DiffServ performance gain is around 42%, for 
(P=5), it is around 30%, for (P=8), it is around 10%. 

5. We also define the MPLS/DiffServ performance gain to be the ratio of the 
difference between MPLS/DiffServ packet delay with no priority used and 
MPLS/DiffServ packet delay of specific priority class divided by MPLS/DiffServ 

Prefix length (Bits) 

P
re

fix
 N

um
be

r 
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packet delay with no priority used. From Figure 17 we see that the MPLS/DiffServ 
performance gain decreases as the priority level decrease from (P=1 to P=8). 

 
5. CONCLUSIONS 

 

In this paper, we reported on a detailed evaluation of the proposed architucre in [1]. 
Firstly we discuss the proposed QoS routing algorithms, We showed that the overall 
call rejection probability for the two proposed algorithms are very close to the lower 
bound provided by the mathematical model. Secondly we inroduce a mathematical 
model based on M/G/1 with Non-Preemptive Priority Queuing system to measure the 
average packet delay in IP and MPLS/DiffServ domains. The average packet delay  is 
an estimated value for many parameters in our model are hard to determine, so we 
depend on the relative evaluation.  
 

Our relative evaluation shows that the average packet delay of high priority classes is 
much smaller than the original value in IP and MPLS/DiffServ domains with 
MPLS/DiffServ performance gain equal to 42% or more for higher priority class.  
 

Finally this paper shows that,  the proposed architecture in [1] can be used to support 
multiple number of service classes with reduction in the original IP packet delay by 
42% or more with guaranteed end-to-end QoS. 
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