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This paper investigates the application of the rhgoedictive control
(MPC) approach to control the speed of a permameagnet synchronous
motor (PMSM) drive system. The MPC is used to tatieuthe optimal
control actions including system constraints. Tdexahte computational
effort and to reduce numerical problems, partictyain large prediction
horizon, an exponentially weighted functional mogeédictive control
(FMPC) is employed. In order to validate the effemtess of the proposed
FMPC scheme, the performance of the proposed dtertie compared with
a classical PI controller through simulation stuslieObtained results show
that accurate tracking performance of the PMSM lasn achieved.
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1. INTRODUCTION

Permanent magnet synchronous motors fed by PWMrtergeare widely used for
industrial applications, especially servo drive laggpions, in which constant torque
operation is desired. In traction and spindle drjy@n the other hand, constant power
operation is desired [1]. The inherent advantagehease machines are light weight,
small size, simple mechanical construction, easjntmaance, good reliability, and
high efficiency. Generally speaking, the applicasioof the PMSM drive system
include two major areas: the adjustable-speed dijgtem and the position control
system. The adjustable-speed drive system hasdantat-loops: the current-loop and
the speed loop. To improve the performance of tht(SI drive system, a lot of
research has been done. In general, the reseascfodused on improvement of the
performance related to current-loop, speed loog/arposition loop.

The PMSM drive system has been controlled using eoRtroller due to its
simplicity. The PI controller, however, can not yibe good performance in both
transient and load disturbance conditions. Seversgarchers have investigated the
speed controller design of adjustable speed PMS3eBys to improve their transient
responses, load disturbance rejection capabitagking ability, and robustness [2-11].

The MPC controller generally requires a significantmputational effort. As
the performance of the available computing hardwee rapidly increased and new
faster algorithms have been developed, it is nossipte to implement MPC to
command fast systems with shorter time steps,edriglal drives. Electric drives are
of particular interest for the application of MP@ ft least two reasons:

1) They fit in the class of systems for which a gqteod linear model can be
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obtained both by analytical means and by identificetechniques;

2) Bounds on drive variables play a key role in tha@adgics of the system;
indeed, two main approaches are available to d&hl system constraints:
anti-windup techniques widely used in the classflatontrollers, and MPC.
The presence of the constraint is one of the ma@isans why, for example,
state space controllers have limited applicatioeléctrical drives.

In spite of these advantages, MPC applicationsl¢otrecal drives are still
largely unexplored and only few research laborasorare involved on them. For
example Generalized Predictive Control (GPC) — ecigph case of MPC — has been
applied to induction motors for only current rediga [12] and later for speed and
current control [13]. In [14], the more general MB@ution has been adopted for the
design of the current controller in the same drive.

In this paper a centralized MPC with large predicthorizon for PMSM speed
control is presented. The proposed centralized msehémproves the control
performance in a coordinated manner.

Another challenge of centralized MPC for PMSM is iarge computational effort

needed. To overcome this drawback, a functional M@ orthonormal basis

Laguerre function [15] is presented. The presenfedctional MPC reduces

computational effort significantly which makes itora appropriate for practical

implementation. In addition, an exponential datégiveng is used to reduce numerical
issue in MPC with large prediction horizon [16,1Th verify the effectiveness of the
proposed scheme, time-based simulations are camiedrhe results obtained proved
that the functional MPC is able to control succal$sfthe PMSM system in the

transient and steady state cases.

2. DYNAMIC MODEL OF PMSM

The dynamic model of the PMSM can be describedhénd-q rotor frame as follows
[18]:
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wherer is the stator resistance, is the d-axis stator current,is the g-axis stator

current, L is the stator inductancel/dt is the differential operator? is the pole
numbers,«, is the mechanical rotor speggljs the flux linkage generated from the

permanent magnet materiat,is the electromagnetic torque argl is the rotor
position.
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3. LINEARISED MODEL

The basic principle in controlling the PMSM is basen field orientation. This is
obtained by letting the permanent magnet flux lg&&e aligned with the d-axis, and
the stator current vector is kept along the g-diisction. This means that the value of

id is kept zero in order to achieve the field origotacondition. Since the permanent

magnet flux is constant, therefore the electromtignerque is linearly proportional to
the g-axis current which is determined by closemploontrol. As a result, maximum
torque per ampere can be obtained from the maahiaddition to the achievement of
high dynamic performance. Applying the field origtitn concept in equations (1-4),
the linearised model of the PMSM can be descrihedstate space form as :

X = Ax+Bu
y=Cx+Du (5)
Where

x=lg iq @ o]
u=[v9 vd]T, d=[T|_]
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4. FUNCTIONAL MODEL PREDICTIVE CONTROL
A. Model predictive Control

Model predictive control uses an explicit modelsgstem to predict future trajectory
of system states and outputs. This prediction aéipahllows solving optimal control
problem online, where prediction error (i.e. contag difference between the
predicted output and reference output) and colimit action are minimized over a
future horizon, possibly subject to constraintstba@ manipulated inputs, states and
outputs. The optimization yields an optimal consetjuence as input and only the first
input from the sequence is used as the input tosylstem. At the next sampling
interval, the horizon is shifted and the whole mjization procedure is repeated. The
main reason for using this procedure, which isechtieceding horizon control (RHC),
is that it allows compensating for future disturbam@and modeling error.

The basic structure of model predictive controldiepicted in Fig. 1. An
explicit model of the system is used to predictifatoutput response chdinBased on
the predicted system output and current systemuguthe error is calculated. The
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errors, then, are fed to the optimizer. In the roj#ér, the future optimal control
sequencelu, is calculated based on the objective functionsystem constraints.

In this paper, the state space model of the systemsed in the model
predictive control. The general discrete form o giate space model used in model
predictive control is of the form:

x(k +1) = Ax(k) + B,u(k) + E,d(k) + EwmK) (6)
y(k) = C;x(k)
wherek is the sampling instant,is state vecton is input vector, d represents system
disturbance and represents system noise modgl.B,, C,, E, andF, are coefficients
of system state space model and reflect the PMSHNEehio (5).

The final aim of model predictive control is to pide zero output error with
minimal control effort.
Therefore, the cost functiahthat reflects the control objectives, is defined as

N P > NC 2 7
A= x 4y (1 +K) = Yrer (n+ )P + 2 wuln+i (7)
=1 =1
Where
Hy and vy respectively, the weighting factors for the préidic error and control
energy
y'(n+k) K" step output prediction;
Yref (N+k) K" step reference trajectory;
Au(n+Kk) K" step control action.

where the first term reflects the future outputoerand second term reflects the
consideration given to the control effort. The peeztl output vector has dimension of
1xN, whereN; is the prediction horizor\u is control action vector with dimension of
1xNcthatN, is control horizon. In the model predictive conjtble control horizony,
, Is always smaller than or equal to predictionizar (N, ). z andv, reflecting the

weights on the predicted error of predicted outpuis change in the control action.
The constraints of model predictive control includenstraints of magnitude and
change of input, state and output variables thateadefined in the following form.

Umin SU(N+K) SUmax,  AUmin S Au(N+K) < Aumax
Xmin £ X(N+K) < Xmax,  DXmin < AX(N+K) < AxXmay (8)

Ymin € Y(N+K) < Ymaxs  AYmin < AY(N+K) < Aymax

Solving the objective function (7) with system cwast (8) gives the optimal input
control sequence.

B. Laguerre Based Model Predictive Control
In the classical model predictive control, the fatwontrol signal is modeled as a
vector of forward shift operator with length € .
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AU =[Au(n),...,Au(n+K),...,Au(n+ Ng —1)] (9)

where N, unknown control variables in the optimization prdees. However, large
prediction horizon is needed to achieve high cloeeg performance. That would
require large computational burden. Therefore, MRy not be fast enough to be used
as a real time optimal control for such case.

A solution to this drawback is the use of functioM#C. In the functional
MPC, future input is assumed to be a linear conilmnaof a few simple base
functions. In principle, these could be any appdprfunctions. However in practice,
a polynomial basis is usually used [19]. This agpmation of input trajectory can be
more accurate by proper selection of base functitsing functional MPC, the term
used in the optimization procedure can be reduoed fraction of that required by
classical MPC. Therefore, the computational loaltllve reduced largely.
In this paper, orthonormal basis Laguerre functienused for modeling input
trajectory. Laguerre polynomial is one of the muspular orthonormal base functions
which has extensive applications in system ides#tion [15]. The z-transform of'th
Laguerre function is given by:

e {Pazr_l (10)

r
m Z—a Z—a

whereO<a<l is the pole of Laguerre polynomial and is calledlisg factor in the
literature. The control input sequence can be ds=trby the following Laguerre
functions:

AU+K) = 3 emim(K) (11)
m=1

wherel,, is the inverse z-transform b¥, in the discrete domain. The coefficienjsare

unknowns and should be obtained in the optimizgtimcedure. The parameterand

N are tuning parameters and should be adjusted hy Useally the value oN is

selected smaller than 10 that is enough for moattwal applications. Generally,

choosing larger value fo¥ increases the accuracy of input sequence estimation

C. Exponentially Weighted Model Predictive Control

Closed loop performance of MPC depends on the rhadgiof prediction horizohl,.
Generally, by increasing the magnitude of predictioorizon, the closed loop
performance will be improved. However, practicalglection of large prediction
horizon is limited by numerical issue, particulaitythe process with high sampling
rate. One approach to overcome this drawback is¢oexponential data weighting in
model predictive control [16].

D. Design of the proposed Functional Model Predictive Control

In this section, the Laguerre based model predictoontrol and exponentially
weighted model predictive control are combined iideo to alleviate computational
effort and reduce numerical problems. At firstiscoete model predictive control with
exponential data weighting is designed. The ingtéte and output vectors are
changed in the following way:



1126 A. A. Hassan and Ahmed M. Kassem

AGT :[a’_oAu(n),...,a'_(NC_l)Au(n+ P —1)]
xT :[a'_lx(n+1),...,a'_NIO x(n+Np)} (12)
A :[a'_ly(n+1),...,a'_’\lIO x(n+Np)}

wherea is tuning parameter in exponential data weighting is larger than 1. The
state space representation of system with transfdrrariable is:

x(n+1) = AX(n)+BAG(n) (13)
§(n) = CX(n)
WhereA:A/a, é:B/a,é:C/a

The optimal control trajectory with transformed iadétes can be achieved by

solving the new objective function and constraints.
N

- P (. Ne

3= T 300 yrer (1+10)+ Sl +kf (14)

a_kumin < G(n+k)sa_kumax :
a_kAumin <Al(n+k) < a_kAumaX

(15)

a_kAxmin < AX(n+k) < a_kAxmax

a’_kYmin < g/(n‘“k)ﬁa'_kYmax )

a’_kAYmin <Ay(n+k) < a'_kAYmax

By choosing a>1, the condition number of hessian matrix will bedueed
significantly, especially for large values of prettbn horizon N,,). This leads to a more
reliable numerical approach.

After solving new objective function with new vabrlas, the calculated input
trajectory should be transformed into standardaldei with the following equation.

auT = [aOAG(k),...,a(NC—l) AG(K + N —1)} (16)

The Laguerre based model predictive control andoeeptially weighted

model predictive control can be combined usingftilewing systematic procedure:

- Choosing of the proper tuning parameter

- Transforming the system parameters (A, B, C) ards¥stem variables (U, X, Y) are
transformed using equations (13) and (14).

- The objective function with its constraints is ¢deshbased on equations (15) and
(16).

- Optimizing objective function based on Laguerreypommial and then calculating
unknown Laguerre coefficients.
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- Calculating input chain from equation (11).
- The calculated weighted input chain is transformm&d unweighted input chain
using equation (16) and applied on the plant.

predictor hutn+k)
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Fig. (1): Basic structure of model predictive cohtr

5. SYSTEM CONFIGURATION

The block diagram of the field oriented PMSM witte tproposed FMPC is shown in
figure (2). All the commanded values are supersedipwith asterisk in the diagram.
The proposed system control consists of three lobps first loop for the speed based
on FMPC and the others for the d-q currents baseBla@ontrollers. Simulations are
carried out to compare the performance of desigmpeed controller by FMPC with
conventional Pl controller. The input and the otitpfithe FMC are considered as
speed error and reference g-axis current respéctiidie control parameters are
assumed as in the following
input weight matrix;z=0.15X I yexne
output weight matrixv=1XI ypxnp

The constraints are chosen such that, the g-aadigrsturrent is normalized to
be between 0 and 1, where 0 corresponds to zert aodesponds to maximum stator
current. Thus,
Unin =0SU<1=Unpax-

The constraints imposed on the control signal ard,hwhereas the constraints
on the states are soft, i.e., small violations banaccepted. The constraints on the
states are chosen to guarantee signals stay dtalyseasonable values as follows:

min 0 = |&+| = 430 max

The speed error is fed to the speed controller (EMR order to generate the
torque current commamgi The flux current command; is set to zero to satisfy the

field orientation condition. The reference curre'ri;tsand iy are compared with their
respective actual currents. The resulted errors umed to generate the voltage
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commandsvy and v; which are converted to three phase reference va|ueg and

v. in the stator frame. These voltage signals arepemeul with triangular carrier

signal and the output logic is used to controlRN€M inverter.

The entire system has been simulated on the dptaputer using the Matlab
/ Simulink / Powerlib software package. The moteedi in the simulation procedure
has the following specifications [20]:

PMSM : 1.5 kw, 2-pole, 4250 rpm

Stator resistance : 1.6 ohm

Stator inductances: L= 6.37 m.H.
Permanent magnet flux : 0.19 Whb.
Moment of inertia : 0.0001854kg’m
Friction coefficient : 5.396e-005 N.m.s/rad

e >
Y2l P o wal
— *
v
FICE
[ b
| ——
d Rotot's angular
& 6 detection .
enicodet

Fig. (2): block diagram of the proposed PMSM speamutrol system

6. SIMULATION RESULTS

Computer simulations have been carried out in cimlgalidate the effectiveness of the
proposed scheme. The simulation tests are caruedsing Matlab/Simulink software
package. Wherever, the state space model of timegpent magnet synchronous motor
is programmed with the functional model predictalgorithms in MATLAB work
space.

The MPC control algorithm depends on the solutidn @ constrained
optimization problem. Most designers choose Npdjoten horizon) and N(control
horizon) in a way such that the controller perfonoce is insensitive to small
adjustments in these horizons. Here are typicasrof thumb for obtaining a stable
process:

1. Choose the control interval such that the planpendoop settling time is
approximately 20-30 sampling periods (i.e., theamg period is approximately
one fifth of the dominant time constant).

2. Choose prediction horizon to be the number of saiggleriods used in step 1.

3. Use a relatively small control horizon, e.g., 3-5.
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Selection of suitable values of a and N will in@eathe system output
predicted values accuracy and help to improve trstem performance with small
control effort. The tuning parameter is chosen in order to decrease the numerical
problems and decrease the simulation time and hewage the system more suitable

for |mplementat|on Therefore, the system statespéth transformed values, B,
C and D are obtained using the system state space modg| &,and D and tuning
parameten, where,A— Ala, B=Bl/a , C=Cl/a andD=D/a. Then, the control

objectives are achieved by solving the new costtfanc] and new constraints.

In the proposed system under study, the parametéhe FMPC are adjusted
to bea=0.38 N=6, a =1.04, N=200 and N=5. The system performance with the
proposed FMPC controller is compared with the c@woeding one using the
conventional Pl controller. The gains of the Pltcolter are adjusted as: proportional
gain Kp=6 and integral gain Ki=2.5. The followingnsilation tests are carried out to
show the validity of the proposed FMPC controller:

a- High speed case:
It is assumed that the machine follows a certairedpeajectory starting from 400
rad/sec., stepped to 300 rad/sec. at time t=0.03 then returned back to 400 rad/sec
at t=0.05 sec. The load torque is kept constanthatvalue 3 N.m. during the
simulation period. Figures (3) to (7) show the dyarasponses of the speed, torque,
rotor position and stator currents of the PMSM eysbased on both FMPC and Pl
controllers. It has been shown that the proposetdisybas better transient response.
This is clear in figures (3) and (4) where the gysteith Pl controller oscillates many
times before the steady state values are attaimedontrast, the system with the
proposed controller has attained the steady st@tee wery quickly. That is can be
shown in fig. (3) to fig. (9), where overshoot andtlsg time of system are reduced
when FMPC controller is used. The settling time bféhtroller is 18 ms, where in the
case of FMPC the settling time equal 5 ms as shawigi3. Also, Fig. (5) illustrates
that the PI controller produces large phase diffeeein the rotor position response
which adversely affecting the axes transformatiosh e flux orientation, and thereby
reducing the system performance. On the other hthedi-MPC tracks well the rotor
position reference and the field orientation caodiis satisfied..

Figures (6) and (7) show the stator current resptased on FMPC and PI
controllers. It is obvious that with the FMPC caifigr, the stator current has less
ripple content and over shoot than using PI colarol

b- Low speed case:
The performance of the PMSM scheme with the propdsBtPC controller is
investigated at low speed (10 rad/sec). The loagutois assumed to be stepped from 2
N.m. to 5 N.m. at time t=0.035 second. Figures (&) @) show the system responses
using the FMPC and PI controllers. It is clear tlz system has poor transient
response using Pl controller especially at startind at the instant of load change.
Also, more ripples are noticed in the torque respoi$hese drawbacks are nearly
eliminated using the FMPC controller.

Also in the FMPC, the unknown variables are 16 titess than the classical
MPC. In each time interval, the calculation timeeded for classical MPC is 4.6 ms,
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whereas this time is reduced to 0.48 ms in the FMRA(Gs is a great computational

advantage of using functional MPC.

(a) using FMPC controller
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Fig. (3): speedesponse of the PMSM system based on FMPC andnitbtiers.
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Fig. (4): Torque response of the PMSM system basdeMPC and PI controllers.
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Fig. (5): Rotor positiomesponse of the PMSM system based on FMPC and PI

controllers.
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Fig. (6): statocurrentresponse of the PMSM system based on the FMPCotlentr
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Fig. (7): statocurrentresponse of the PMSM system based on PI controller.
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Fig. (8): Low speed response at variable load basqetoposed FMPC and PI

controllers.
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Fig. (9): Torque response based on FMPC and Ptaltars at low speed.

7. CONCLUSIONS

In this paper, a centralized functional model pcade controller is proposed to control
the speed and torque of the permanent magnet symmis motor drive system. The
proposed predictive controller uses orthonormalueaige functions to describe control
input trajectory which reduces real time computatiargely. Also, exponential data
weighing is used to decrease numerical issue, cpdatly with large prediction
horizon. Constraints are imposed on both the g-@xigent and the motor speed.
Computer simulations have been carried out in ortterevaluate the
effectiveness of the proposed controller. The teguioved that the proposed system
has accurate tracking performance at low speedgelsas high speeds. Also, small
ripple contents are noticed in the torque and stauorent waveforms. Moreover, the
proposed controller has significantly better perfance relative to PI controller
especially at starting and load change conditidhe main reasons of this superiority
are: centralized structure of the proposed comrathich reduces negative interaction
between local control actions, proper constraingd tmprove optimal calculation of
control trajectory using large prediction horizaneg a performance close to global.
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