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ABSTRACT

Radio Frequency Identification (RFID) has received recently a great attention from large organizations and researchers due to the dropping tag costs and vigorous RFID standardization. They are becoming more common in daily use to identify, locate and track people, assets, and animals. Number of protocols has been proposed in the literature for the security of RFID against passive attacks. One of the well-known protocols is the HB family protocol which utilizes the complexity of decoding linear codes for RFID security against passive attacks. The nonlinear HB (NLHB) is one member of the HB family protocol which achieves high security by reducing the provably hard problem of decoding a class of nonlinear codes to passive attacks. This paper introduces Multi-Nonlinear Stages to the HB protocol to enhance its security against passive attacks. More specifically, the paper presents two Multi-Nonlinear versions of the HB protocol; Double-Nonlinear HB (DNLHB), and Triple-Nonlinear HB (TNLHB). The proposed protocols increase significantly the security of RFID systems against passive attacks at a lower implementation cost.
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1. Introduction

RFID (Radio Frequency Identification) tags are small wireless devices that track objects in supply chains. They are working their way into the pockets, belongings and even the bodies of consumers. RFID is a technology for automated identification of physical entities using radio frequency transmissions. Typically, RFID systems consist of simple, low-cost tags that are attached to physical objects, and powerful readers that queue data from these tags. Billions of tags have been deployed; tens of billions are on their way, making RFID tags one of the most pervasive microchips in recent history [1]. The RFID can be used in many applications such as auto-makers, animal tracking, asset tracking in hospitals and pharmacies, Contactless payments such as American Express, Supply chain like Wal-Mart, etc. The low production cost of those pervasive devices is one of the reasons for the wide use in many application systems [2].

Security and privacy play important roles in the prevalence of RFID systems. Efficient authentication protocols are the natural approaches to address the counterfeiting problem, which imposes a serious threat to those low-cost pervasive computing devices. These devices, which lack the computation, storage, energy, and communication capacities necessary for most cryptographic authentication schemes, call for light-weight authentication approaches [3].

The HB protocol was first proposed in 2001 by Hopper and Blum [4]. It was modified by Juels and Weis in 2005 to include protection against active attacks from adversaries, it
is called HB+ [5]. However, the HB+ protocol too was not completely secure for certain circumstances. Later in 2006, Bringer et al. modified the HB+ protocol to improve its security against active attacks with the HB++ protocol [6]. Also, Gilbert et al. have enhanced the security of the HB+ protocol with the introduction of the HB# protocol in 2008 [7]. Madhavan et al. in 2010 have upgraded the HB protocol to increase its security against passive attacks with the NLHB protocol by adding a single nonlinear stage to the coding process [8].

The principle assumption of the HB family protocols is that the reader and the tag share a secret key(s) that is (are) unknown for any other component in the system. The main weakness of the HB family protocols is the Learning from Parity with Noise (LPN) problem. In the literature, there exist many algorithms to solve the LPN problem to find the secret key(s) [9]. The NLHB protocol has added a single stage of non-linear stage to enhance the resistance to known passive attacks on the HB family protocols. The introduction of the nonlinearity stage by the NLHB protocol has resulted in higher key efficiency and cheaper implementation than the HB protocol. This is due to the decrease in the tag/reader coding process stage of the HB protocol by reducing the secret key size [10].

This paper proposes the concept of multi-nonlinear HB protocols, namely; Double Nonlinear HB (DNLHB) which imposes two nonlinear stages, and Triple Nonlinear HB (TNLHB) which introduces three nonlinear stages over the HB protocol. Theoretical analysis and experimental results illustrate that these proposed protocols outperform similar protocols in terms of efficiency and complexity. The main contribution of this paper is a low-cost, provably secure extension of the NLHB protocol with multiple stages of non-linear functions on parties. Increasing the security against passive attacks by increasing the degree of nonlinear stages introduced which resulted in higher key efficiency and cheaper implementations. Moreover, entropy derivation and its effect on the errors of the attacking algorithms which enhanced the security level of the proposed protocols are given.

This paper is organized as follows: the LPN problem is described in section 2. The NLHB protocol is introduced in section 3 and the nonlinear function used for encoding and its properties are presented in section 4. The proposed protocols and their implementation are described in section 5, while the experimental results of the proposed protocols versions are given in section 6. The presented work is concluded in section 7.

2. Learning Parity in the presence of Noise (LPN)

The LPN Problem, in machine learning theory, is described in the uniform distribution model where the algorithm only has access to a source of random samples. The LPN problem is an average-case version of the following problem: given a set of equations over a Generation Function, GF(2) find a vector $S$ that maximally satisfies the given set of equations. This problem has been known as the decoding of a random linear code and has been proven to be NP-hard by Berlekamp et al. [12]. In the LPN problem, the instances (set of equations and values) may not represent the worst case of the problem, but studies of the average-case hardness of this problem have been presented in [4, 9, 13]. The LPN problem may also be formulated and referred to as the Minimum Disagreement Problem,
or the problem of finding the closest vector to a random linear error-correcting code; also known as the syndrome decoding problem [3].

**Definition 1: LPN Problem**

Let $A$ be a random $N \times K$ binary matrix, $S$ be a random $K$-bit vector, $\varepsilon \in [0, \frac{1}{2}]$ be a constant noise parameter, and $\nu$ be a random $q$-bit vector such that $|\nu| \leq \varepsilon N$. Given $A$, $\varepsilon$, and $Z = (S \cdot A) \oplus \nu$, find a $K$-bit vector $X$ such that $|X \cdot A + Z| \leq \varepsilon N$ [9, 10, 12, 14].

The best known algorithm to solve random LPN instances is due to Blum, Kalai and Wasserman, and has a sub-exponential runtime of $2^\mathcal{O}\left(\frac{k}{\log k}\right)$ [3]. All the HB family of protocols achieved the hardness of the Learning Parity in the Presence of Noise (LPN) problem. Some protocols produced two responses from a tag for the same reader response (HB-CM) [4], while others used nonlinear functions (NLHB) [15], etc. The HB family of protocols relied on a secret key(s) shared only between the tag and the reader. The LPN problem involves finding a vector $X$ such that: $|(A \cdot X) + Z| \leq \varepsilon N$, where $Z$ represents a $N \times 1$ vector which is the response of the tag and $A$ is a $N \times K$ matrix send by the reader to the tag [9, 10, 16, 17]. The LPN problem can be summarized as given $A$, $\varepsilon$, and $Z$ an attacker is able to recover $X$.

### 3. The NLHB protocol

All the HB family of protocols depends upon the complexity of decoding linear codes for security against passive attacks. In contrast, security for the Nonlinear HB (NLHB) protocol is achieved by reducing the provably hard problem of decoding a class of nonlinear codes to prevent passive attacks. Figure 1 presents one session of the NLHB protocol. Here $A$ is a $K \times n$ matrix, $S$ is a $K \times 1$ vector, and $V$ is a $D \times 1$ vector, where $D=n-p$ and $p$ is the degree of the nonlinear function $f$. In this protocol, the Prover (tag) and Verifier (reader) share a $K$-bit secret key $S$. The Verifier transmits a random $K \times n$ challenge matrix $A$ to the Prover. Upon receiving $A$, the Prover computes $f(S \cdot A)$, and then computes $Z = f(S \cdot A) \oplus V$. The vector $V$ is a noise-vector whose bits are all independently distributed according to Bernoulli distribution with parameter $\varepsilon$, similar to the noise vector in the HB protocol [18]. Here $S \cdot A$ is an $N$-bit vector and $Z$ is a $D$-bit vector and $D$ has to be large enough ($\sim 1000$) and $\varepsilon < \hat{\varepsilon} < 1/2$. The triplet $(D, \varepsilon, \hat{\varepsilon})$ has to meet the conditions satisfied by the HB protocol parameters $(N, \varepsilon, \hat{\varepsilon})$ [19]. Then upon the receiving of $Z$, the Verifier checks whether $d(Z, f(S \cdot A)) \leq \varepsilon D$ where $d(\cdot)$ is the Hamming distance. The verifier returns “Accept” if and only if its check on the Prover response is true.

---

**Fig. 1.** Parallelized Version of the NLHB protocol.
4. The nonlinear function $f$

The main difference between the HB family of protocols and the NLHB family of protocols is the nonlinearity added through a nonlinear function applied to the Prover’s response. The construction foundation of the nonlinear function $f$ is presented in this section. Each bit $y_i; i \in [1; \ldots; D]$ of the output $y = f(x); y \in \{0,1\}^D; x \in \{0,1\}^n$ is computed as:

$$y_i = x_i + g\left(\left[x_{i+1}; \ldots; x_{i+p}\right]\right) \quad (1)$$

Where $x_i$ is the $i$th-bit of $x$ and $g: \{0,1\}^p \mapsto \{0,1\}$ is a Boolean function composed of only nonlinear terms. The main properties of this class of nonlinear functions are given in [11, 17, 19] and summarized as follows:

$$f: \{0,1\}^n \mapsto \{0,1\}$$

$f$ is a nonlinear function, for a uniformly distributed $x \in \{0,1\}^n$, $f(x)$ is uniformly distributed in $\{0,1\}^D$. To prove that $f(x)$ is uniformly distributed in $\{0,1\}^D$, first it has to be proven that each bit of the output probability is balanced. Let the probability of $y_i = 1$ be abbreviated as $Pr[y_i = 1]$.

$$Pr[y_i = 1] = Pr[x_i + g(x_{i+1}, \ldots, x_{i+p}) = 1] = \frac{1}{2}Pr[g(x_{i+1}, \ldots, x_{i+p}) = 1|x_i = 0] + \frac{1}{2}Pr[g(x_{i+1}, \ldots, x_{i+p}) = 0|x_i = 1] \quad (2)$$

Since the input vector is uniform, the bits of $x$ are independent, therefore:

$$Pr[y_i = 1] = \frac{1}{2}Pr[g(x_{i+1}, \ldots, x_{i+p}) = 1] + \frac{1}{2}Pr[g(x_{i+1}, \ldots, x_{i+p}) = 0] = \frac{1}{2} \quad (3)$$

Thus each bit of the output $y$ is balanced. Now, let $y^I = [y_{D-i+1}, \ldots, y_D]$ to be the vector containing the last $I$ bits of $y$ (i.e. $y^D = y$). Similarly, let $a = [a^1, \ldots, a^D]$ be an arbitrary constant $D$-bit vector and $a^I = [a^{D-i+1}, \ldots, a^D]$. Now consider the probability $Pr[y^D = a^D]$. Generalizing the above balance property gives:

$$Pr[y_D = a^D] = \frac{1}{2^D}. \quad (5)$$

Some examples for such a class of nonlinear functions that satisfies the above properties are shown in Table1.

**Table1.**

Examples for nonlinear functions satisfying balance property.

<table>
<thead>
<tr>
<th>Function</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_i = x_i \oplus x_{i+1}x_{i+2}$</td>
<td>2</td>
</tr>
<tr>
<td>$y_i = x_i \oplus x_{i+1}x_{i+2} \oplus x_{i+2}x_{i+3} \oplus x_{i+3}x_{i+4}$</td>
<td>3</td>
</tr>
<tr>
<td>$y_i = x_i \oplus x_{i+1}x_{i+2} \oplus x_{i+3}x_{i+4}$</td>
<td>3</td>
</tr>
<tr>
<td>$y_i = x_i \oplus x_{i+1}x_{i+2} \oplus x_{i+3}x_{i+4}$</td>
<td>4</td>
</tr>
</tbody>
</table>

The uniform distribution property for $p = 3$ can be readily verified by exhaustively determining the joint distribution of $\{y_i, y_{i+1}, y_{i+2}, y_{i+3}\}$ for a fixed $i$. When $p$ is set to be three, the function $f$ takes an $n$-bit vector $x$ and maps it onto a $D = (n - 3)$ bit response.
vector. As it easily can be seen that members of this family similar to the ones described in table 1 of the third degree, p=3, require for implementation only three AND gates and three XOR gates. Therefore, these types of nonlinear functions are easily accommodated into any RFID system tags.

5. The proposed protocols

This paper proposes a Multi-Nonlinear HB (MNLHB) family of protocols. The main idea of the proposed family of protocols is the addition of two or more stages of nonlinear functions over the HB protocol. This has the effect of increasing the complexity of the decoding process which in turn hardens the passive attacker job. The proposed protocols achieve higher security at smaller key sizes against normal passive attacks such as BKW, LF1, LF2, and novel [10, 20, 21] as well as special nonlinear passive attack as the equivalent HB attack [22].

In this paper two types of multi-nonlinear HB protocols are presented; Double Nonlinear HB (DNLHB) protocol which added one more nonlinear stage over the NLHB, and Triple Nonlinear HB (TNLHB) protocol which added another nonlinear stage over the DNLHB protocol. The added stages of nonlinearity may be of the same degree or different degrees. The two cases will be discussed in this paper. Three different versions for the DNLHB protocol are treated. In the first version, the two nonlinear stages have an equal degree of three. In the second version, the degree of the latter nonlinear stage is one higher than the degree of the first stage. While, in the last version the degree of the latter nonlinear stage is one less than the degree of the first stage. The TNLHB protocol versions are constructed by adding one more stage of nonlinearity on top of the prescribed DNLHB protocol versions.

5.1. DNLHB protocol versions

The DNLHB protocol is based on the NLHB protocol [11] with one more stage of nonlinearity on its top to increase the efficiency against passive attacks. Figure 2 shows one session of the proposed DNLHB protocol.

![Fig. 2. Parallelized version of the proposed DNLHB protocol.](image-url)
The Prover (tag) and Verifier (reader) share a K-bit secret key S. The Verifier transmits a random K × n challenge matrix A to the Prover. In the HB family of protocols, the Prover computes Z = S.A ⊕ V, while, the Prover of the NLHB family of protocols computes Z = f(S.A) ⊕ V. However, the Prover in the DNLHB protocol first computes f1(S.A) followed by the computation of Z = f2(f1(S.A) ⊕ V), where V is a noise-vector whose bits are all independently distributed according to Bernoulli distribution with parameter ε, similar to the noise vector in the HB protocol [23] and the NLHB protocol [11]. Then the verifier returns “Accept” if and only if its check on the Prover response is true. The size of the A matrix in the HB family of protocols is greater than the A matrix of NLHB by a number of times equal to the degree of the nonlinear function f used by the NLHB protocol. Similarly, the DNLHB protocol reduces the size of the utilized A matrix by the sum of the degrees of the two nonlinear functions; f1 and f2 with respect to the A matrix used by the HB protocol, and by the degree of f2 with respect to the A matrix employed in the NLHB protocol. Therefore, the DNLHB protocol is capable of achieving the same level of security against passive attacks as HB family protocols and NLHB protocol but with much lower sizes of the A matrix. In other words, the proposed DNLHB protocol achieves higher level of security against attacks for the same size of the A matrix than both the HB and the NLHB protocols as will be shown in more detail in section 6.

5.1.1. Hardness of DNLHB protocol

The NLHB protocol has been proven in [11] to be an NP hard. In this section, we show that the proposed DNLHB protocol is an NP hard as well. The proof is very similar to the proof provided for the hardness of the NLHB protocol. All it is necessary to do is to show that an instance of NLHB is reducible to an instance of DNLHB.

Lemma 1: The NLHB protocol is reducible to the proposed DNLHB protocol, and hence the proposed DNLHB protocol is an NP hard.

Proof: Follows directly from the proof of theorem 1 in [11] after replacing p by p1+p2 and replacing y = f(SA) ⊕ v by y = f2(f1(SA) ⊕ v′). Thus the NLHB protocol is reducible to the proposed DNLHB protocol, and hence the proposed DNLHB protocol is an NP hard.

5.1.2. Implementation of the DNLHB protocol versions

To evaluate the proposed DNLHB protocol an implementation is in order to construct the two nonlinear functions, f1, and f2. The following equations describe two possible nonlinear functions f1 and f2 which can be used in an implementation for the DNLHB protocol.

\[ f_{1i} = f_{1}(x_{i}, x_{i+1}, x_{i+2}, \ldots, x_{i+p_1}); 1 \leq i \leq (D - p_1) \]  \hspace{1cm} (6)

\[ y_{i} = f_{1i} \oplus v_{i} \]  \hspace{1cm} (7)

\[ f_{2i} = f_{2}(y_{i}, y_{i+1}, y_{i+2}, \ldots, y_{i+p_2}); 1 \leq i \leq (D - p_1 - p_2) \]  \hspace{1cm} (8)

The following discussion demonstrates how the low-cost candidates f1 and f2 given in equations (6-8) perform on passive attacks. A security efficiency comparison is held between both the HB and the NLHB protocols and the DNLHB protocol for the same passive attacks. Due to the double nonlinearity introduced by the DNLHB, passive attacks required more time to succeed in invading the security of DNLHB protocol than for either the HB or NLHB protocols. Moreover, a comparison for the Prover complexity of HB,
NLHB and DNLHB protocols, demonstrates that the DNLHB Prover requires less computations than the Prover for either of HB or NLHB for achieving the same level of security.

5.1.3. The DNLHBv1 protocol

The first version of the proposed DNLHB protocol, DNLHBv1, employs two nonlinear functions of the third degree: $p_1 = p_2 = p = 3$. The two functions $f_1$ and $f_2$ are given in equations (9-11).

\[ f_{1i} = x_i \oplus x_{i+1} x_{i+2} \oplus x_{i+2} x_{i+3} \oplus x_{i+3} x_{i+1}; 1 \leq i \leq (D - p_1) \]

\[ y_i = f_{1i} \oplus v_i \]

\[ f_{2i} = y_i \oplus y_{i+1} y_{i+2} \oplus y_{i+1} y_{i+3}; 1 \leq i \leq (D - p_1 - p_2) \]

Next we have to show how the proposed DNLHBv1 performs against any of the four popular attacking algorithms (BKW [20], LF1, LF2 [10], Novel [21]). Let $x = [x_1, ..., x_n] = S.A = [s.a_1, ..., s.a_n] $, where $[a_1, ..., a_n]$ are the columns of the $A$ matrix. Also, let $m = f_1(x)$ and $y = m \oplus V$. Then, the passive adversary to DNLHBv1 has access to $Z = f_2(y)$.

Normally, the attacker repeatedly adds the columns of the $A$ matrix, and obtains the response corresponding to this new matrix by adding the responses corresponding to the added columns [20]. The following discussion examines the results when the attacker performs an addition for one such matrix $A$. Now, assume that the attacker has modified matrix $A$ and it becomes $A' = [a_1, ..., a_j, a_k, ..., a_n]$ through the addition of the $k$th column to the $j$th column of $A$. The corresponding matrix product of $S$ and $A'$: $y' = [y_1, y_2, ..., y_j, y_k, ..., y_n]$. Note that $y'$ is the same as $y$ except that the $j$th position value is $y_j \oplus y_k$. Now, the attacker computes $z = f_2(y')$, it is easily noting that only the output bits getting affected by the change of the $A$ matrix are the ones with indices $(j-3); (j-2); (j-1)$ and $j$ as indicated below (see equations 12-19).

\[ z_{i-3} = y_{i-3} \oplus y_{i-2} y_{i-1} y_{i-2} y_{i} \]

\[ z_{i-2} = y_{i-2} \oplus y_{i-1} y_{i} \oplus y_{i-1} y_{i+1} \]

\[ z_{i-1} = y_{i-1} \oplus y_{i+1} \oplus y_{i} y_{i+1} \]

\[ z_i = y_i \oplus y_{i+1} \oplus y_{i+2} \oplus y_{i+1} y_{i+3} \]

\[ z'_{i-3} = y'_{i-3} \oplus y'_{i-2} y'_{i-1} y'_{i-2} y'_{i} \]

\[ z'_{i-2} = y'_{i-2} \oplus y'_{i-1} y_{i} \oplus y_{i-1} y_{i+1} k \oplus y_{i-1} y_{i+1} \]

\[ z'_{i-1} = y'_{i-1} \oplus y_{i} y_{i+1} \oplus y_{k} y_{i+1} \oplus y_{i+2} \oplus y_{k} y_{i+2} \]

\[ z'_i = y_i \oplus y_{i+1} \oplus y_{i+2} \oplus y_{i+1} y_{i+3} \]

Comparing equations (12) through (15) for $z$ with the corresponding equations (16) through (19) for $z'$, it can be easily concluded that there is an extra term in each equation. Therefore, the attacker will not be able to deduce the noiseless response $z$ from $z'$.

In order to evaluate the performance of the DNLHBv1, the entropy is estimated to show how far the attacker will be off from the correct response. The entropy is defined to be the probability of zero error. The error equations, $E_i$’s can be found through subtracting the corresponding equation for $z_i$ from $z'_i$ to find $E_i$ equation. The probability of zero error equations can easily be found as:

\[ \text{Pr}[f_{1(i-3)} = 1] = 0.4375 \]
The error bits and for the bits \((i_3, i_3, i_3, i_3)\) of \(Z\) and the corresponding bits \((i_3, i_3, i_3, i_3)\) of \(Z'\) are given in Table 2.

**Table 2.**

Error bits and the corresponding entropy values for the proposed DNLHBv1 protocol.

<table>
<thead>
<tr>
<th>Error equation</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_{i_3} = z_{i_3} - z_{i_3} = y_{i_3}y_{k})</td>
<td>0.965</td>
</tr>
<tr>
<td>(E_{i_2} = z_{i_2} - z_{i_2} = y_{i_2}y_{K})</td>
<td>0.965</td>
</tr>
<tr>
<td>(E_{i_1} = z_{i_1} - z_{i_1} = y_{k}y_{i_1}y_{k}y_{i_1} + y_{k}y_{i_1})</td>
<td>0.9663</td>
</tr>
<tr>
<td>(E_{i_1} = z_{i_1} - z_{i_1} = y_{k})</td>
<td>0.9663</td>
</tr>
</tbody>
</table>

The maximum entropy, \(E_{\text{max}}\), equals to the sum of entropies \((E_{i_3}, E_{i_2}, E_{i_1}, E_{i_1})\).

\[
E_{\text{max}}(\text{DNLHBv1}) = E_{i_3} + E_{i_2} + E_{i_1} + E_{i_1} = 3.7
\]

**5.1.4. The DNLHBv2 protocol**

Similar to the first DNLHB version, the second DNLHB version, DNLHBv2 utilizes two nonlinear functions but with different degrees; \(p_1=3, p_2=4\). These two nonlinear functions, \(f_1\) and \(f_2\), are given in equations \((21-23)\).

\[
f_{1i} = x_{i_3} + x_{i_3} + x_{i_3} + x_{i_3} + x_{i_3} + x_{i_3} + x_{i_3} + x_{i_3} + 1 \\leq i \leq (D - p_1) \tag{21}
\]

\[
y_{i_1} = f_{1i} + v_{i} \tag{22}
\]

\[
f_{2i} = y_i + y_i + y_i + y_i + y_i + y_i + y_i + y_i + 1 \\leq i \leq (D - p_1 - p_2) \tag{23}
\]
Similar treatment as for the DNLHBv1 protocol is followed to show the performance of the DNLHBv2 protocol against the four popular attacking algorithms. Equations (24–33) indicate the output bits getting affected by the change of the A matrix due to the introduction of two nonlinear functions given in equations (22) and (24) for DNLHBv2.

\[
\begin{align*}
z_{i-4} &= y_{i-4} + y_{i-3}y_{i-2} + y_{i-2}y_{i-1} + y_{i-1}y_i \\
z_{i-3} &= y_{i-3} + y_{i-2}y_{i-1} + y_{i-1}y_i + y_iy_{i+1} \\
z_{i-2} &= y_{i-2} + y_{i-1}y_i + y_iy_{i+1} + y_{i+1}y_{i+2} \\
z_{i-1} &= y_{i-1} + y_{i+1}y_i + y_{i+2}y_{i+1} + y_{i+2}y_{i+3} \\
z_i &= y_i + y_{i+1}y_{i+2} + y_{i+2}y_{i+3} + y_{i+3}y_{i+4} \\
z'_{i-4} &= y_{i-4} + y_{i-3}y_{i-2} + y_{i-2}y_{i-1} + y_{i-1}y_i + y_{i-1}y_K \\
z'_{i-3} &= y_{i-3} + y_{i-2}y_{i-1} + y_{i-1}y_i + y_iy_{i+1} + y_{i-1}y_K + y_Ky_{i+1} \\
z'_{i-2} &= y_{i-2} + y_{i-1}y_i + y_iy_{i+1} + y_{i-1}y_K + y_Ky_{i+1} + y_{i+1}y_{i+2} \\
z'_{i-1} &= y_{i-1} + y_{i+1}y_i + y_{i+1}y_K + y_{i+2}y_{i+1} + y_{i+2}y_{i+3} \\
z'_i &= y_i + y_K + y_{i+1}y_{i+2} + y_{i+2}y_{i+3} + y_{i+3}y_{i+4}
\end{align*}
\]

Comparing equations (24) through (28) for z with the corresponding equations (29) through (33) for z', it can be easily recognized that there is an extra term in each equation. Thus, the attacker will not be able to obtain the noiseless response z from z'.

In order to evaluate the performance of the proposed DNLHBv2 protocol, the entropy is estimated to illustrate how far the attacker will be off from the correct response. The probability of zero error equations can be written as:

\[
\begin{align*}
\text{Pr}[f_{i(i-4)} = 1] &= 0.4375 \\
\text{Pr}[v_{i-4} = 1] &= \varepsilon = 0.25 \\
\text{Pr}[(f_{i(i-4)} \oplus v_{i-4}) = 1] &= \text{Pr}[f_{i(i-4)} \cup v_{i-4}] - \text{Pr}[f_{i(i-4)} \cap v_{i-4}] \\
&= \text{Max}(\text{Pr}[f_{i(i-4)} = 1], \text{Pr}[v_{i-4} = 1]) - \text{Min}(\text{Pr}[f_{i(i-4)} = 1], \text{Pr}[v_{i-4} = 1]) \\
\text{Pr}[(f_{i(i-4)} \oplus v_{i-4}) = 1] &= 0.4375 - 0.25 = 0.1875 \\
\text{Pr}[y_{i-4} = 1] &= 0.1875 \\
\text{Pr}[y_{i-4} = 0] &= 1 - 0.1875 = 0.8125 \\
\text{Pr}[E_{i-4} = 1] &= \text{Pr}[y_{i-1}y_K = 1] = 0.035 \\
\text{Pr}[E_{i-4} = 0] &= 0.965 \\
\text{Pr}[E_{i-3} = 1] &= y_K(y_{i+1} \oplus y_{i-1}) = 0.1875 \times 0.1797 = 0.03369375 \\
\text{Pr}[E_{i-3} = 0] &= 1 - 0.03369375 = 0.96630625 \approx 0.966 \\
\text{Pr}[E_{i-2} = 1] &= y_K(y_{i+1} \oplus y_{i-1}) = 0.1875 \times 0.1797 = 0.03369375 \\
\text{Pr}[E_{i-2} = 0] &= 1 - 0.03369375 = 0.96630625 \approx 0.966 \\
\text{Pr}[E_{i-1} = 1] &= \text{Pr}[y_Ky_{i+1} = 1] = 0.035 \\
\text{Pr}[E_{i-1} = 0] &= 0.965 \\
\text{Pr}[E_{i} = 0] &= \text{Pr}[y_K = 0] = 1 - 0.1875 = 0.8125
\end{align*}
\]

The error bits E_{i-4}, E_{i-3}, E_{i-2}, E_{i-1} and E_i for the bits (z_{i-4}, z_{i-3}, z_{i-2}, z_{i-1}, z_i) of Z and the corresponding bits (z'_{i-3}, z'_{i-2}, z'_{i-1}, z'_i) of Z' can be found as given in Table3.
Table 3.

Error bits and the corresponding entropy values for the proposed DNLHBv2 protocol.

<table>
<thead>
<tr>
<th>Error equation</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{i-4} = z'<em>{i-4} - z</em>{i-4} = y_{i-1}y_k$</td>
<td>0.965</td>
</tr>
<tr>
<td>$E_{i-3} = z'<em>{i-3} - z</em>{i-3} = y_ky_{i+1} \oplus y_ky_{i-1}$</td>
<td>0.9663</td>
</tr>
<tr>
<td>$E_{i-2} = z'<em>{i-2} - z</em>{i-2} = y_ky_{i+1} \oplus y_ky_{i-1}$</td>
<td>0.9663</td>
</tr>
<tr>
<td>$E_{i-1} = z'<em>{i-1} - z</em>{i-1} = y_ky_{i+1}$</td>
<td>0.965</td>
</tr>
<tr>
<td>$E_i = z'_i - z_i = y_k$</td>
<td>0.8125</td>
</tr>
</tbody>
</table>

The maximum entropy, $E_{max}$ equals to the sum of entropies ($E_{i-4}, E_{i-3}, E_{i-2}, E_{i-1}, E_i$).

$$E_{max}(DNLHBv2) = E_i + E_{i-1} + E_{i-2} + E_{i-3} + E_{i-4} = 4.675$$ (34)

5.1.5. The DNLHBv3 protocol

The third proposed version of the DNLHB protocol, DNLHBv3, also employs two nonlinear functions with different degrees; $p_1=3$, $p_2=2$. The two used nonlinear functions $f_1$ and $f_2$ are given in equations (35-37).

$$f_{1i} = x_i \oplus x_{i+1}x_{i+2} \oplus x_{i+2}x_{i+3} \oplus x_{i+3}x_{i+4}; 1 \leq i \leq (D - p_1)$$ (35)

$$y_i = f_{1i} \oplus v_i$$ (36)

$$f_{2i} = y_{i+1}y_{i+2} \oplus y_{i+1}y_{i+1}; 1 \leq i \leq (D - p_1 - p_2)$$ (37)

The performance of the proposed DNLHBv3 protocol for the four popular attacking algorithms is evaluated similar to the two other protocol versions. The attacker computes $z' = f_2(y')$; the output bits getting affected by the change of the A matrix due to the introduction of the two nonlinear functions in equation (35) and (37) are:

$$z_{i-2} = y_{i-1}y_{i-2} \oplus y_{i-1}y_{i-2}$$ (38)

$$z_{i-1} = y_{i}y_{i-1} \oplus y_{i-1}y_{i+1}$$ (39)

$$z_i = y_{i+1}y_{i} \oplus y_{i+2}y_{i}$$ (40)

$$z'_{i-2} = y_{i-1}y_{i-2} \oplus y_{i-2}y_k \oplus y_{i-2}y_i$$ (41)

$$z'_{i-1} = y_{i}y_{i-1} \oplus y_{k}y_{i-1} \oplus y_{i-1}y_{i+1}$$ (42)

$$z'_i = y_{i+1}y_{i} \oplus y_{i+2}y_{i} \oplus y_{i+1}y_{k} \oplus y_{i+2}y_{k}$$ (43)

Comparing equations (38) through (40) for $z$ with the corresponding equations (41) through (43) for $z'$, it can be easily recognized that there is an extra term in each equation. Therefore, the attacker will not be able to get the noiseless response $z$ from $z'$.
The entropy for the proposed DNLHBv3 is estimated to illustrate how far the attacker will be off from the correct response. The error equations can be found by subtracting the two equations for \( z \) from \( z' \) to find the equation for \( E \). The probability equations can easily be written as:

\[
\begin{align*}
\Pr[f_{i-2}(1)] &= 0.4375 \\
\Pr[v_{i-2} = 1] &= \varepsilon = 0.25 \\
\Pr[f_{i-2}(1) \oplus v_{i-2} = 1] &= \Pr[f_{i-2}(1) \cup v_{i-2}] - \Pr[f_{i-2}(1) \cap v_{i-2}] \\
&= \max(\Pr[f_{i-2}(1)], \Pr[v_{i-2}] = 1)) \\
&\quad - \min(\Pr[f_{i-2}(1)], \Pr[v_{i-2}] = 1)) \\
\Pr[f_{i-2}(1) \oplus v_{i-2} = 1] &= 0.4375 - 0.25 = 0.1875 \\
\Pr[y_{i-2} = 1] &= 0.1875 \\
\Pr[y_{i-2} = 0] &= 1 - 0.1875 = 0.8125 \\
\Pr[E_{i-2} = 1] &= \Pr[y_{i-2}y_k = 1] = 0.035 \\
\Pr[E_{i-2} = 0] &= 0.965 \\
\Pr[E_{i-1} = 1] &= \Pr[y_{i-1}y_k = 1] = 0.035 \\
\Pr[E_{i-1} = 0] &= 0.965 \\
\Pr[E_i = 1] &= y_k(y_{i+1} \oplus y_{i+2}) = 0.1875 \times 0.1797 = 0.03369375 \\
\Pr[E_i = 0] &= 1 - 0.03369375 = 0.96630625 \approx 0.966
\end{align*}
\]

The error bits \( E_{i-2}, E_{i-1} \) and \( E_i \) for the bits \( (z_{i-2}, z_{i-1}, z_i) \) of \( Z \) and the corresponding bits \( (z'_{i-2}, z'_{i-1}, z'_i) \) of \( z' \) are given in Table 4.

**Table 4.**
Error bits and the corresponding entropy values for the proposed DNLHBv3 protocol.

<table>
<thead>
<tr>
<th>Error equation</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{i-2} = z'<em>{i-2} - z</em>{i-2} = y_{i-2}y_k )</td>
<td>0.965</td>
</tr>
<tr>
<td>( E_{i-1} = z'<em>{i-1} - z</em>{i-1} = y_{i-1}y_k )</td>
<td>0.965</td>
</tr>
<tr>
<td>( E_i = z'<em>i - z_i = y_ky</em>{i+1} \oplus y_ky_{i+2} )</td>
<td>0.9663</td>
</tr>
</tbody>
</table>

The maximum entropy, \( E_{\text{max}} \), equals to the sum of entropies \( (E_{i-2}, E_{i-1}, E_i) \).

\[
E_{\text{max}}(\text{DNLHBv3}) = E_i + E_{i-1} + E_{i-2} = 2.89 \quad (44)
\]

Thus it can be concluded that the entropy varies with the degrees of the two utilized nonlinear functions to be 3.7, 4.675, and 2.89 respectively for the proposed DNLHBv1, DNLHBv2, and DNLHBv3.
5.2. The TNLHB protocol versions

The proposed TNLHB protocol is of the same category as both the NLHB and DNLHB protocols; its security is built upon the use of nonlinear functions. The TNLHB protocol added two more levels of nonlinear functions over the NLHB protocol and one more level of nonlinear function over the DNLHB protocol. Thus, the proposed TNLHB protocol achieves the same security as NLHB and DNLHB protocol but at much smaller secret key size. Figure 3 shows one session for the proposed TNLHB protocol.

The Prover (tag) and Verifier (reader) share a K-bit secret S. The Verifier transmits a random K×n challenge matrix A to the Prover. The TNLHB protocol’s Prover (tag) computes

\[ Z = f_3(f_2(f_1(S.A) \oplus v_1) \oplus v_2), \]

where \( v_1 \) and \( v_2 \) are noise-vectors whose bits are all independently distributed according to Bernoulli distribution with parameter \( \varepsilon \). Then the verifier returns “Accept” if and only if its check on the Prover response is true.

The proposed TNLHB protocol reduces the size of the utilized A matrix by the sum of the degrees of \( f_1, f_2, \) and \( f_3 \) with respect to the A matrix used by the HB protocols, by the sum of the degrees of \( f_1 \) and \( f_2 \) with respect to the A matrix employed by the NLHB protocol, and by the degree of \( f_3 \) with respect to the A matrix utilized in the DNLHB protocol. It worth noting that the size of the A matrix for both DNLHB and TNLHB can be equal depending on the degrees of the nonlinear functions, \( f_1, f_2, \) and \( f_3 \), used by both proposed protocols. Therefore, the TNLHB protocol is capable of achieving the same level of security against attacks with lower size of the matrix A and a higher level of security against attacks for the same size of the A matrix than either HB, or NLHB, or DNLHB as will be shown later in section 6.

![Fig. 3. Parallelized version of the proposed TNLHB protocol.](image)

5.2.1 Hardness of TNLHB protocol

The proposed TNLHB protocol can be shown to be an NP hard. Also, the proof is very similar to the proof provided for the hardness of the NLHB protocol in [11]. All one has to do is to show that an instance of NLHB or DNLHB is reducible to an instance of TNLHB.

Lemma 2: The NLHB and the DNLHB protocols are reducible to the proposed TNLHB protocol, and hence the proposed TNLHB protocol is an NP hard.
Proof: Follows directly from the proof of theorem 1 in [11] after replacing \( p \) by \( p_1+p_2+p_3 \) and replacing \( y = (f(SA) \oplus v) \) by \( y = (f_3(f_1(SA)) \oplus v) \). Therefore, the NLHB protocol is reducible to the proposed TNLHB protocol, and hence the proposed TNLHB protocol is an NP hard.

5.2.2. Implementation of TNLHB protocol versions

This section shows how the TNLHB protocol is implemented and its prevalence against popular attacking algorithms is estimated next. The following equations (45-49) describe the three nonlinear functions \( f_1, f_2 \) and \( f_3 \) used in the implementation of the TNLHB protocol:

\[
\begin{align*}
  f_{1i} &= f_1(x_i, x_{i+1}, x_{i+2}, \ldots, x_{i+p_1}); 1 \leq i \leq (D - p_1) \\
  y_i &= f_{1i} \oplus v_i; 1 \leq i \leq D \\
  f_{2i} &= f_2(y_i, y_{i+1}, \ldots, y_{i+p_2}); 1 \leq i \leq (D - p_1 - p_2) \\
  l_i &= f_{2i} \oplus v_{2i}; 1 \leq i \leq (D - p_1 - p_2 - p_3) \\
  f_{3i} &= f_3(l_i, l_{i+1}, l_{i+2}, \ldots, l_{i+p_3}); 1 \leq i \leq (D - p_1 - p_2 - p_3)
\end{align*}
\]

The following discussion demonstrates how the low-cost candidates for \( f_1, f_2, \) and \( f_3 \) given in equations (47-51) perform on passive attacks. A security efficiency comparison is held between the HB, NLHB, DNLHB protocols and the TNLHB protocol for the same passive attacks. Due to the multi-nonlinearity introduced by the TNLHB, passive attacks require more time to succeed in invading the security of TNLHB protocol than for the HB, NLHB, or DNLHB protocols.

5.2.3. The TNLHBv1 protocol

The proposed TNLHBv1 protocol utilizes three nonlinear function with degrees; \( p_1=3 \), \( p_2=3 \), and \( p_3=3 \), for \( f_1, f_2, \) and \( f_3 \) respectively for encoding the secret key to compute the output \( z \). The used nonlinear functions \( f_1, f_2, \) and \( f_3 \) are given in equations (50-54). Next, is a proof to show that the four popular attacking algorithms fail to break the security of the proposed TNLHBv1 protocol:

\[
\begin{align*}
  f_{1i} &= x_i \oplus x_{i+1} \oplus x_{i+2} \oplus x_{i+3} \oplus x_{i+4} \oplus x_{i+5}; 1 \leq i \leq (D - p_1) \\
  y_i &= f_{1i} \oplus v_i \\
  f_{2i} &= y_i \oplus y_{i+1} \oplus y_{i+2} \oplus y_{i+3}; 1 \leq i \leq (D - p_1 - p_2) \\
  l_i &= f_{2i} \oplus v_i \\
  f_{3i} &= l_i \oplus l_{i+1} \oplus l_{i+2} \oplus l_{i+3}; 1 \leq i \leq (D - p_1 - p_2 - p_3)
\end{align*}
\]

Normally, the attacker repeatedly adds the columns of the matrix to the new matrix by adding the responses corresponding to the added columns [10]. The following discussion examines the results when the attacker performs an addition for one such a matrix, \( A \). Assume that the attacker has modified the \( A \) matrix and became \( A' = [a_1, \ldots, a_j \oplus a_k, \ldots, a_n] \), through the addition of the \( k \)th column to the \( j \)th column. The corresponding matrix product of \( S \) and \( A' \) is \( [l_1, l_2, \ldots, l_j \oplus l_k, \ldots, l_n] \). Note that, \( l \) matrix is the same as \( l \) matrix except for the \( j \)th position value which is
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lj ⊕ lk instead of lj. Now, the attacker computes \( z' = f_3(f_2(f_1(1'))) \), only the output bits getting affected by the change of the A matrix are the ones with indices (j-3); (j-2); (j-1) and j as indicated below (see equations 55 to 62).

\[
\begin{align*}
z_{i-3} &= l_{i-3} \oplus l_{i-1} l_i \oplus l_{i-2} l_{i-1} \quad (55) \\
z_{i-2} &= l_{i-2} \oplus l_{i-1} l_i \oplus l_{i-1} l_{i+1} \quad (56) \\
z_{i-1} &= l_{i-1} \oplus l_i l_{i+1} \oplus l_{i+1} l_{i+2} \quad (57) \\
z_{i} &= l_i \oplus l_{i+1} l_{i+2} \oplus l_{i+2} l_{i+3} \quad (58) \\
z'_{i-3} &= l_{i-3} \oplus l_{i-2} l_i \oplus l_{i-2} l_k \oplus l_{i-2} l_{i-1} \quad (59) \\
z'_{i-2} &= l_{i-2} \oplus l_{i-1} l_i \oplus l_{i-1} l_k \oplus l_{i-1} l_{i+1} \quad (60) \\
z'_{i-1} &= l_{i-1} \oplus l_i l_{i+1} \oplus l_k l_{i+1} \oplus l_{i+1} l_{i+2} \quad (61) \\
z'_{i} &= l_i \oplus l_k \oplus l_{i+1} l_{i+2} \oplus l_{i+2} l_{i+3} \quad (62)
\end{align*}
\]

Comparing equations (55) through (58) for Z with the corresponding equations (59) through (62) for \( Z' \), it can be easily concluded that there is an extra term in each equation. Thus, the attacker will not be able to obtain the noiseless response Z from \( Z' \).

In order to evaluate the performance of the TNLHBv1, the entropy is estimated to show how far the attacker will be off from the correct response. The entropy is the probability of the error being zero. The error equations \( E_i \)'s, can be found through the subtraction of \( z_i \) from \( z'_i \). Thus the probability of error can easily be found as:

\[
\begin{align*}
\Pr[f_1(1-2) = 1] &= 0.4375 \\
\Pr[v_{i-2} = 1] &= \varepsilon = 0.25 \\
\Pr[(f_1(1-2) \oplus v_{i-2}) = 1] &= \Pr[f_1(1-2) \cup v_{i-2}] - \Pr[f_1(1-2) \cap v_{i-2}] \\
&= \max(\Pr[f_1(1-2) = 1], \Pr[v_{i-2} = 1]) \\
&- \min(\Pr[f_1(1-2) = 1], \Pr[v_{i-2} = 1]) \\
\Pr[(f_1(1-2) \oplus v_{i-2}) = 1] &= 0.4375 - 0.25 = 0.1875 \\
\Pr[v_{i-2} = 1] &= 0.1875 \\
\Pr[f_2(i-2) = 1] &\approx 0.1875 \\
\Pr[v_{2(i-2)} = 1] &= \varepsilon = 0.25 \\
\Pr[(f_2(i-2) \oplus v_{2(i-2)}) = 1] &= \Pr[f_2(i-2) \cup v_{2(i-2)}] - \Pr[f_2(i-2) \cap v_{2(i-2)}] \\
&= \max(\Pr[f_1(i-2) = 1], \Pr[v_1(i-2) = 1]) \\
&- \min(\Pr[f_1(i-2) = 1], \Pr[v_1(i-2) = 1]) \\
\Pr[(f_2(i-2) \oplus v_{2(i-2)}) = 1] &= 0.25 - 0.1875 = 0.0625 \\
\Pr[l_{i-2} = 1] &= 0.0625 \\
\Pr[l_{i-2} = 0] &= 1 - 0.0625 = 0.9375
\end{align*}
\]
The error bits $E_{i-3}, E_{i-2}, E_{i-1}$ and $E_i$ for the bits ($z_{i-3}, z_{i-2}, z_{i-1}, z_i$) of $Z$ and the corresponding bits ($z'_{i-3}, z'_{i-2}, z'_{i-1}, z'_i$) of $Z'$ can be found as given in Table 5.

Table 5.
Error bits and the corresponding entropy values for the proposed TNLHBv1.

<table>
<thead>
<tr>
<th>Error equation</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{i-3} = z'<em>{i-3} - z</em>{i-3} = l_{i-2}l_k$</td>
<td>0.996</td>
</tr>
<tr>
<td>$E_{i-2} = z'<em>{i-2} - z</em>{i-2} = l_{i-1}l_k$</td>
<td>0.996</td>
</tr>
<tr>
<td>$E_{i-1} = z'<em>{i-1} - z</em>{i-1} = l_kl_{i+1}$</td>
<td>0.996</td>
</tr>
<tr>
<td>$E_i = z'_i - z_i = l_K$</td>
<td>0.9375</td>
</tr>
</tbody>
</table>

The maximum entropy for TNLHBv1, $E_{\text{max}}$ equals to the sum of entropies ($E_{i-3}, E_{i-2}, E_{i-1}, E_i$).

$$E_{\text{max}}(\text{TNLHBv1}) = E_{i-3} + E_{i-2} + E_{i-1} + E_i \approx 3.93 \quad (63)$$

5.2.4. The TNLHBv2 protocol

Similar to TNLHBv1 three nonlinear functions are employed to implement the TNLHBv2 protocol. The three nonlinear functions $f_1, f_2,$ and $f_3$ with degree $p_1=3, p_2=3,$ and $p_3=4$ are given in equations (64–68).

$$f_{1i} = x_i \oplus x_{i+1}x_{i+2} \oplus x_{i+2}x_{i+3} \oplus x_{i+3}x_{i+1}; 1 \leq i \leq (D - p_1) \quad (64)$$

$$y_i = f_{1i} \oplus v_{i1} \quad (65)$$

$$f_{2i} = y_i \oplus y_{i+1}y_{i+2} \oplus y_{i+2}y_{i+3}; 1 \leq i \leq (D - p_1 - p_2) \quad (66)$$

$$l_i = f_{2i} \oplus v_{i2} \quad (67)$$

$$f_{3i} = l_i \oplus l_{i+1}l_{i+2} \oplus l_{i+1}l_{i+3} \oplus l_{i+3}l_{i+4}; 1 \leq i \leq (D - p_1 - p_2 - p_3) \quad (68)$$

Also, it is easily proven that any attacker using any one of the four popular attacking algorithms finds it very hard to invade the security of the TNLHBv2 protocol. To do this similar what have been done for the TNLHBv1, the modified $A' = [a_1, ..., a_j \oplus a_k, ..., a_n]$, is found through the addition of the kth column to the jth column of A. The corresponding dot product matrix of $S$ and $A'$ is $l = [l_1; l_2; \ldots; l_j \oplus l_k; \ldots; l_n]$. Note that $l'$ matrix is the same as $l$ matrix except for the $j^{th}$ position value which is $l_j \oplus l_k$. Now, the attacker computes $Z' = f_2(l')$, it is clear that only the output bits getting affected by the change of
the A matrix are the ones with indices (j-3); (j-2); (j-1) and j as indicated below (see equations 69 through 78).

\[ z_{i-4} = l_{i-4} \oplus l_{i-2} l_{i-1} l_{i-3} l_{i-1} l_{i-1} l_{i} \] (69)

\[ z_{i-3} = l_{i-3} \oplus l_{i-1} l_{i-2} l_{i-2} l_{i} \oplus l_{i} l_{i+1} \] (70)

\[ z_{i-2} = l_{i-2} \oplus l_{i-1} l_{i-1} l_{i+1} l_{i+1} \oplus l_{i+1} l_{i+2} \] (71)

\[ z_{i-1} = l_{i-1} \oplus l_{i+1} l_{i} l_{i+2} \oplus l_{i+2} l_{i+3} \] (72)

\[ z_{i} = l_{i} \oplus l_{i+1} l_{i+2} \oplus l_{i+1} l_{i+3} \oplus l_{i+3} l_{i+4} \] (73)

\[ z'_{i-4} = l_{i-4} \oplus l_{i-2} l_{i-1} l_{i-3} l_{i} l_{i-1} l_{i} \] (74)

\[ z'_{i-3} = l_{i-3} \oplus l_{i-1} l_{i-2} l_{i} \oplus l_{i} l_{i+1} \oplus l_{i+2} l_{i+1} l_{k} \] (75)

\[ z'_{i-2} = l_{i-2} \oplus l_{i-1} l_{i-1} l_{i+1} l_{i+2} \oplus l_{i+1} l_{i+3} l_{k} \] (76)

\[ z'_{i-1} = l_{i-1} \oplus l_{i+1} l_{i+2} \oplus l_{i+3} l_{k} l_{i+1} \oplus l_{k} l_{i+2} \] (77)

\[ z'_{i} = l_{i} \oplus l_{k} \oplus l_{i+1} l_{i+2} \oplus l_{i+1} l_{i+3} \oplus l_{i+3} l_{i+4} \] (78)

Comparing equations (69) through (73) for Z with the corresponding equations (74) through (78) for Z', it is concluded that there is an extra term in each equation. Thus, the attacker will not be able to obtain the noiseless response Z from Z'.

In order to evaluate the performance of the TNLHBv2, the entropy is estimated to illustrate how far the attacker will be off from the correct response. The entropy is the probability of error being zero. Errors equations can be found by subtract error equation from Z equation to find E_i equation. The probability equations can easily be found as:

\[ \Pr[f_{1(i-2)} = 1] = 0.4375 \]

\[ \Pr[v_{i-2} = 1] = \varepsilon = 0.25 \]

\[ \Pr\left( f_{1(i-2)} \oplus v_{i-2} = 1 \right) = \Pr\left[f_{1(i-2)} \cup v_{i-2} \right] - \Pr\left[f_{1(i-2)} \cap v_{i-2} \right] \]

\[ = \max(\Pr[f_{1(i-2)} = 1], \Pr[v_{i-2} = 1]) \]

\[ - \min(\Pr[f_{1(i-2)} = 1], \Pr[v_{i-2} = 1]) \]

\[ \Pr[f_{1(i-2)} \oplus v_{i-2} = 1] = 0.4375 - 0.25 = 0.1875 \]

\[ \Pr[y_{i-2} = 1] = 0.1875 \]

\[ \Pr[f_{2(i-2)} = 1] \approx 0.1875 \]

\[ \Pr[v_{2i-2} = 1] = \varepsilon = 0.25 \]

\[ \Pr\left( f_{2(i-2)} \oplus v_{2i-2} = 1 \right) = \Pr\left[f_{2(i-2)} \cup v_{2i-2} \right] - \Pr\left[f_{2(i-2)} \cap v_{2i-2} \right] \]

\[ = \max(\Pr[f_{2(i-2)} = 1], \Pr[v_{2i-2} = 1]) \]

\[ - \min(\Pr[f_{2(i-2)} = 1], \Pr[v_{2i-2} = 1]) \]

\[ \Pr[f_{1(i-2)} \oplus v_{i-2} = 1] \]
The error bits and for the bits \((z_{i-4}, z_{i-3}, z_{i-2}, z_{i-1}, z_i)\) of \(Z\) and the corresponding bits \((z'_{i-4}, z'_{i-3}, z'_{i-2}, z'_{i-1}, z'_i)\) of \(Z'\) can be found as given in Table 6:

**Table 6.**
Error bits and the corresponding entropy values for the proposed TNLBHv2 protocol.

<table>
<thead>
<tr>
<th>Error equation</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_{i-4} = z'<em>{i-4} - z</em>{i-4} = l_{i-1}l_k)</td>
<td>0.996</td>
</tr>
<tr>
<td>(E_{i-3} = z'<em>{i-3} - z</em>{i-3} = l_{i-2}l_k \oplus l_{i+1}l_{i+1})</td>
<td>1</td>
</tr>
<tr>
<td>(E_{i-2} = z'<em>{i-2} - z</em>{i-2} = l_{i+1}l_k)</td>
<td>0.996</td>
</tr>
<tr>
<td>(E_{i-1} = z'<em>{i-1} - z</em>{i-1} = l_{i+1}l_k \oplus l_{i+2}l_{i+2})</td>
<td>1</td>
</tr>
<tr>
<td>(E_i = z'_i - z_i = l_k)</td>
<td>0.9375</td>
</tr>
</tbody>
</table>

The maximum entropy, \(E_{\text{max}}\), is equal to the sum of entropies \((E_{i-3}, E_{i-2}, E_{i-1}, E_i)\).

\[ E_{\text{max}}(\text{TNLHBv2}) = E_{i-1} + E_{i-2} + E_{i-3} + E_i \approx 4.93 \]  

(79)

### 5.2.5. The TNLHBv3 protocol

Similar to both TNLHBv1 and TNLHBv2, three nonlinear functions are used to implement the TNLHBv3 protocol. The three nonlinear functions \(f_1, f_2, \) and \(f_3\) with degrees: \(p_1 = 3, p_2 = 2, \) and \(p_3 = 3\) are given in equations (80-84) below.

\[
f_{1i} = x_i \oplus x_{i+1}x_{i+2} \oplus x_{i+2}x_{i+3} \oplus x_{i+3}x_{i+1}; \quad 1 \leq i \leq (D - p_1) \quad (80)
\]

\[
y_i = f_{1i} \oplus v_i \quad (81)
\]

\[
f_{2i} = y_i \oplus y_{i+1}y_{i+2}; \quad 1 \leq i \leq (D - p_1 - p_2) \quad (82)
\]

\[
l_i = f_{2i} \oplus v_i \quad (83)
\]

\[
f_{3i} = l_i \oplus l_{i+1}l_{i+2} \oplus l_{i+1}l_{i+3}; \quad 1 \leq i \leq (D - p_1 - p_2 - p_3) \quad (84)
\]
Using the three functions $f_1$, $f_2$, and $f_3$ given in equations (81, 82, and 84), it will be shown that any attacker using any one of the four popular attacking algorithms fails with high probability to invade the security of the TNLHBv3 protocol. The following discussion examines the results when the attacker performs addition on the A matrix to compute the output $Z$. The attacker has modified the A matrix by the performed addition and obtained instead $A' = \{a_1, \ldots, a_j \oplus a_k, \ldots, a_n\}$, through the addition of the $k$th column to the $j$th column of $A$. The corresponding dot matrix product of $S$ and $A'$ is $l' = [l_1, l_2, \ldots, lj \oplus k_j, \ldots, ln]$. Note that matrix $l'$ is the same as the $l$ matrix with the expectation of the $j$th position value which is $lj \oplus k_j$. Now, the attacker computes $Z' = f_2(l')$, only the output bits getting affected by the change of the A matrix are the ones with indices $(j-3); (j-2); (j-1)$ and $j$ as indicated below (see equations 85 through 92).

\[
\begin{align*}
z_{i-3} &= l_{i-3} \oplus l_{i-1} l_i \oplus l_{i-2} l_{i-1} \\
z_{i-2} &= l_{i-2} \oplus l_{i+1} l_i \oplus l_{i-1} l_{i+1} \\
z_{i-1} &= l_{i-1} \oplus l_{i+1} l_{i+2} \oplus l_{i-1} l_{i+2} \\
z_{i} &= l_i \oplus l_{i+1} l_{i+2} \oplus l_{i+2} l_{i+3} \\
z_{i-3}' &= l_{i-3} \oplus l_{i-2} l_{i} \oplus l_{i-2} k_j \oplus l_{i-1} l_{i-1} \\
z_{i-2}' &= l_{i-2} \oplus l_{i-1} l_i \oplus l_{i-1} k_j \oplus l_{i-1} l_{i+1} \\
z_{i-1}' &= l_{i-1} \oplus l_{i+1} l_{i+2} \oplus l_{i+1} l_{i+2} \oplus l_{i+2} k_j \\
z_{i}' &= l_i \oplus l_{i+1} l_{i+2} \oplus l_{i+2} l_{i+3}
\end{align*}
\] (85)

Comparing equations (85) through (88) for $Z$ with the corresponding equations (89) through (92) for $Z'$, it can be easily noticed that there is an extra term in each equation. Thus, the attacker will not be able to get the noiseless response $Z$ from $Z'$.

In order to evaluate the performance of the TNLHB, the entropy is estimated to show how far the attacker will be off from the correct response. The entropy is the probability of the error being zero. Errors equations can be found by subtracting $\epsilon$ from $\epsilon$. The probability equations can be written as:

\[
\begin{align*}
\Pr[f_{1(i-2)} = 1] &= 0.4375 \\
\Pr[v_{i-2} = 1] &= \epsilon = 0.25 \\
\Pr[(f_{1(i-2)} \oplus v_{i-2}) = 1] &= \Pr[f_{1(i-2)} \cup v_{i-2}] - \Pr[f_{1(i-2)} \cap v_{i-2}] \\
&= \max(\Pr[f_{1(i-2)} = 1], \Pr[v_{i-2} = 1]) - \min(\Pr[f_{1(i-2)} = 1], \Pr[v_{i-2} = 1]) \\
&= 0.4375 - 0.25 = 0.1875 \\
\Pr[y_{i-2} = 1] &= 0.1875 \\
\Pr[f_{2(i-2)} = 1] &= 0.1525 \\
\Pr[v_{2(i-2)} = 1] &= \epsilon = 0.25
\end{align*}
\]
The error bits and for the bits \((z_{i-3}, z_{i-2}, z_{i-1}, z_i)\) of \(Z\) and the corresponding bits \((z'_{i-3}, z'_{i-2}, z'_{i-1}, z'_i)\) of \(Z'\) can be found as given in Table 7.

The maximum entropy, \(E_{\text{max}}\) equals to the sum of entropies \((E_{i-3}, E_{i-2}, E_{i-1}, E_i)\).

\[
E_{\text{max}}(\text{TNLHBv3}) = E_i + E_{i-1} + E_{i-2} + E_{i-3} \equiv 3.87
\]  
(93)

In summary this section presented three versions for the TNLHB protocol which are based on the NLHB and DNLHB protocols. Each of the three versions has employed three nonlinear functions; \(f_1, f_2,\) and \(f_3\) but with varying degrees; \(p_1, p_2,\) and \(p_3\). The entropy for the three proposed versions is estimated to be 3.93, 4.93, and 3.87 respectively for TNLHBv1, TNLHBv2, and TNLHBv3. It is clear that the entropy and hence the achieved security of each of the proposed TNLHB protocol versions is dependent upon the chosen nonlinear functions degrees; the higher the degree of the chosen nonlinear function the higher the achieved security by the protocol.

Table 7.
Error bits and the corresponding entropy values for the proposed TNLHBv3 protocol.

<table>
<thead>
<tr>
<th>Error equation</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_{i-3} = z'<em>{i-3} - z</em>{i-3} = l_{i-2}l_K)</td>
<td>0.99</td>
</tr>
<tr>
<td>(E_{i-2} = z'<em>{i-2} - z</em>{i-2} = l_{i-1}l_K)</td>
<td>0.99</td>
</tr>
<tr>
<td>(E_{i-1} = z'<em>{i-1} - z</em>{i-1} = l_kl_{i+1} \oplus l_kl_{i+2})</td>
<td>0.99</td>
</tr>
<tr>
<td>(E_i = z'<em>{i} - z</em>{i} = l_K)</td>
<td>0.90</td>
</tr>
</tbody>
</table>

6. Performance of proposed protocols against popular attacks

The proposed protocols as well as the NLHB protocol are exposed to two types of attacks that must defend themselves against them. The first type is a direct passive attack,
in which the nonlinear protocol is attacked as if it was a linear protocol. While in the other type the attacker converts the nonlinear protocol to a linear protocol and then attacks it. Next, a description for the two types of attacks is presented and comparisons are held between the security of the HB, the NLHB, and the proposed protocols for the two attack types.

6.1 Direct Passive Attacks

The four popular attacking algorithms impersonate the HB and NLHB families to obtain the secret key by repeatedly adding the columns of the A matrix and compute the response corresponding to the new A matrix. Table 9 shows the equations which are used to calculate the security level in terms of the security bits for every protocol [10, 20]. Since the NLHB protocol adds a nonlinear function stage over the HB protocol therefore, every security bit in the HB protocol is multiplied by the entropy value of the added nonlinear function of the third degree to produce an entropy value of 2.5. However, the DNLHB protocol versions have added another stage of nonlinearity over the NLHB protocol. Thus increasing the value of the entropy for the proposed DNLHBv1 with a third degree, functions over the two stages and produce an entropy value of 3.7. Furthermore, adding onemore stage of nonlinear function with equal degree to construct the TNLHBv1 protocol and produce an entropy value of 3.94. Table 8 compares the entropies for the HB, NLHB, the three versions of DNLHB, and the three versions of TNLHB for the four popular attacker algorithms.

From Figures 4 and 5, it is easy to notice that the security level for the HB protocol at K=512 is higher than 80bits which is considered to be acceptable security level [8]. However, the NLHB protocol achieves the same level of security at K=128 and the proposed protocols the DNLHB and TNLHB achieve the 80 bits security level at K=64. Thus the proposed protocols; DNLHB and TNLHB reduce the size of the secret key to one fourth of that for HB and one half of that required by the NLHB and hence reducing the hardware required for their implementations.

Table 8.
Security bits equations for BKW, LF1, LF2 and NOVEL attacking algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>HB Protocol</th>
<th>NLHB Protocol</th>
<th>DNLHB Protocols</th>
<th>TNLHB Protocols</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1st 2nd 3rd</td>
<td>1st 2nd 3rd</td>
</tr>
<tr>
<td>BKW</td>
<td>Q=\log_2(\epsilon + 2b \cdot (1-2e)^{-2^n})</td>
<td>2.5Q 3.7Q 4.6Q 2.89Q</td>
<td>3.93Q 4.93Q 3.87Q</td>
<td></td>
</tr>
<tr>
<td>LF1</td>
<td>Q=\log_2((8b + 200) \cdot (1-2e)^{-2^n} + 2b(a-1))</td>
<td>2.5Q 3.7Q 4.6Q 2.89Q</td>
<td>3.93Q 4.93Q 3.87Q</td>
<td></td>
</tr>
<tr>
<td>LF2</td>
<td>Q=\log_2(25 \cdot (1-2e)^{-2a} + 2b(a-1))</td>
<td>2.5Q 3.7Q 4.6Q 2.89Q</td>
<td>3.93Q 4.93Q 3.87Q</td>
<td></td>
</tr>
<tr>
<td>Novel</td>
<td>Q= (1-2e)^{-w+2(k-2b)^2}</td>
<td>2.5Q 3.7Q 4.6Q 2.89Q</td>
<td>3.93Q 4.93Q 3.87Q</td>
<td></td>
</tr>
</tbody>
</table>
Figure 4 shows the security bits for the HB, NLHB, and the three versions of the proposed protocols DNLHB, and TNLHB for the attacking algorithm BKW. In Fig.4 $a=0.5 \log_2 (K)$, $b = K/a$, and $w=2(a-1)$ where $K$ is the length of the secret key. While Fig.5 presents a comparison for the security bits for the proposed protocols and similar protocols in the literature.

Fig.4. Number of security bits for the BKW algorithm at $\varepsilon = 0.25$ and $\varepsilon' = 0.35$.

Fig.5. Security bits comparison for the protocols: HB, NLHB, DNLHB v2, TNLHBv2, CHB, RHB, and RCHB at $\varepsilon = 0.25$ and $\varepsilon' = 0.35$ for the BKW attacking algorithm.
6.2 Equivalent HB protocol attacks

The equivalent HB protocol attacker [22] gets around the nonlinearity of protocols such as NLHB protocol by getting a good approximate linear function for their nonlinear functions. However, for the DNLHB protocols, there are two levels of nonlinear functions, the equivalent HB attacker obtains an approximate linear function for the first level but there still a second nonlinear function with an entropy dependent on its degree (for $p=3$ the entropy is 2.5). Also, the TNLHB protocols have three levels of nonlinear functions; the equivalent HB attacker obtains a good approximate linear function of one level, however, there still two more nonlinear levels to protect the TNLHB protocols from such attacks. In other words, if the equivalent HB protocol attacker invades the DNLHB protocol it will convert it to NLHB protocol which has security higher than the HB protocol. Also, if it attacks the TNLHB protocol, it will convert to TNLHB protocol with one less stage or DNLHB protocol. Table 9 shows the securities at $\varepsilon = 0.05$ and $\varepsilon = 0.29$ against the BKW attacker and its equivalent HB protocol for the NLHB and the proposed protocols; DNLHB with two nonlinear functions of degrees 3, and TNLHB with three nonlinear functions of degrees 3, 2, and 3.

Table 9. Security of proposed protocols against the BKW and equivalent HB protocol attacks.

<table>
<thead>
<tr>
<th>$K$</th>
<th>NLHB</th>
<th>DNLHB</th>
<th>TNLHB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BKW</td>
<td>equivalent HB Protocol</td>
<td>BKW</td>
</tr>
<tr>
<td>32</td>
<td>45</td>
<td>18</td>
<td>62</td>
</tr>
<tr>
<td>64</td>
<td>65</td>
<td>43</td>
<td>96</td>
</tr>
<tr>
<td>128</td>
<td>117</td>
<td>65</td>
<td>162</td>
</tr>
<tr>
<td>256</td>
<td>337</td>
<td>102</td>
<td>266</td>
</tr>
</tbody>
</table>

7. Conclusion

In this paper we have introduced the concept of multiple nonlinear functions for the HB family in order to increase the security against passive attacks. We proposed DNLHB protocol which is mainly a new authentication protocol that is light in its computation demands. Light-weight requirements of DNLHB protocol makes it suitable for low power devices such as RFIDs. Three different versions for the DNLHB protocol have presented. First version, the two nonlinear stages have an equal degree of three. The second version, the latter nonlinear stage has a degree one less than the degree of the first stage. While in the third, the latter nonlinear stage has a degree one higher than the degree of the first stage. The discussion of the proposed protocol showed that adding double stages of nonlinearity has increased the entropy from 2.5 for NLHB protocol to 3.7 for the proposed DNLHB protocol. It has been shown that the DNHLB protocol with a small sized security key (e.g. 64 bits) achieves the same security level (80 bits) that can be achieved with large-sized key of previous protocols. The implementation for the proposed DNLHB protocol...
showed that it is highly effective, harder to be attacked and less demanding in terms of the hardware components.

A second TNLHB protocol has been proposed to enhance the performance of the proposed DNLHB protocol, which consists of three levels of nonlinear functions. Also, three versions of the TNLHB protocol have been presented with different degrees for the three nonlinear functions used in the implementation. The simulation results showed that TNLHB has improved the security against passive attacks significantly over DNLHB, NLHB and HB protocols at very reasonable complexity cost.
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