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Abstract:For appropriate multimedia devices, power consumption should be 

less and it plays a major role in designing such devices. Image compression 

methods make use of a variety of signal processing architectures and algorithms. 

In many multimedia applications, people can extract useful information from 

slightly inaccurate outputs. As a result, producing precise results is not essential. 

Adders are an essential arithmetic module in digital signal processing platforms 

which help to regulate the system's power and area utilisation. The detrimental 

development and use of approximation adders have been based on trade-off 

characteristics including time, area and power consumption, as well as the fault 

tolerance condition in some applications. This article analyses the area, latency, 

and power consumption of different kinds of  approximate adders and existing 

adders. Additionally, a high-speed, power-efficient and approximate adder is 

developed which outperforms the current adders in terms of performance. The 

proposed adder can be used in arithmetic modules of several computing systems 

including image processing, data mining and cryptographic applications in 

which the exact outputs are not necessary.  The proposed and existing 

approximate adders are synthesized by using Xilinx and the Microwind is used 

to measure the power consumption.     
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1. Introduction  

 

An increasingly popular method for developing high-performance, energy-efficient 

computing algorithms is approximate (inexact) computing. A ripple carry adder is one 

example of an arithmetic circuit which utilises the significant use of approximate 

computation. When certain combinations of inputs are used, approximate adders produce 

inaccurate results for both carry and sum. Thus, the system's hardware requirements for 

imprecise computation are decreased. Consequently, the system achieves fast speed and low 

power consumption through approximation computation. Approximate computing is a good 

option, though, for Digital Signal Processor applications where precise results are not 
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necessary, such as image, audio, and video processing. The inexact adders are analyzed 

based on the various parameters to get an optimized design for different applications [1] 

where the accurate results are not necessary without compromising the design performance. 

The design complexity and power dissipation are also reduced with the efficient use of 

approximate design structures. Adder structures can be implemented with the many digital 

Technologies [2] like Complementary Pass Transistor Logic (CPL), Transmission Gate 

Adder (TGA) and Double Pass Transistor Logic (DPL) for reducing the Power dissipation 

of the digital design. The design accuracy is improved by reducing the tradeoff parameters 

like power and area consumption with the use of [3] High Performance Error Tolerant 

Adders and Multiplexer 

based arithmetic full adders (MBAFA). A wide range of approximation adder structures [4 – 

7] are presented, and its performance is evaluated according to the area, power, accuracy 

and speed of the design. Equal segmentation Adder (ESA) is designed in [8], but results in 

lowest degree of accuracy. The inexact full adders are analyzed based on the power and area 

consumption [9]. Accuracy is achieved by masking the carry propagation at run time [10], 

and the estimated adder is based on the carry look ahead adder. It is utilized for error-

tolerant applications and reduces both power and delay. In multimedia signal processing and 

data mining, approximate adder structures are utilized because they are error-tolerant and do 

not require accurate computation. In 4-2 compressor tree [11], area consumption is reduced 

by replacing Ex–or gate by OR gate. In most of the image processing applications, inexact 

multipliers [12] which are built with approximate adders are used. Soft DSP employs [13] 

algorithmic noise tolerant (ANT) error management techniques to make up for algorithmic 

performance reduction caused by input-dependent defects. A prediction-based error 

management technique was put forth to enhance the filtering algorithm's efficiency even in 

cases of the occurrence of error due to inexact computation. Inexact computing is also used 

in DCT based image compression techniques [14 & 15] in which the design parameters such 

as delay, PSNR and energy are analyzed. The area consumption is also reduced in the 

accurate adders [16, 17] by optimizing the circuit design. The optimized approximate adder 

is designed [18, 19] with the reduced power, area and delay only by using one Exor and one 

OR gate. The existing inexact adder designs are explained in Section 2. The proposed adder 

design is depicted in Section 3. The performance of proposed and existing approximate 

designs is analyzed in Section 4. Section 5 depicts the conclusion of the paper. 

 

 

2. Existing Inexact Adders 

 

Different existing inexact adders are taken in to account for analyzing the performance of 

proposed adder. The optimized adder which yields high performance [19] is considered as 

approximate 1. The adders proposed in [3], MBAFA1 and MBAFA2 are considered as 

approximate 2 and 3 respectively. The CNFET based adder which is proposed to reduce 
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power consumption [4] is taken as approximate 4. In [5] various approximate adders are 

designed and analyzed to reduce the chip dimension and are taken as approximate 5, 6 and 

7. The XOR and XNOR based adders are proposed in [6] to reduce the number of 

transistors and power consumption and are referred as approximate 8, 9 and 10.  The 

number of transistors count is reduced by replacing the xor gate by or gate in approximate 

adder [12] and it is considered as approximate 11. High speed error tolerant adder [15] 

which is used in image processing applications is referred as approximate 12. 

 

 

3. Proposed Inexact Adder 

The Proposed Inexact adder is designed by using only one OR gate and one NAND gate. 

Whereas, the accurate adder consists of two XOR gates, three AND gates and one OR gate. 

Compared to the existing accurate adder, the proposed adder consists of only two gates. So, 

the number of transistors, chip size and power consumption is reduced automatically. The 

proposed design is shown in the Fig. 1. The sum and carry equations are given below. 

 

SUM = ((B + C) . A)’ 

CARRY = A 

The SUM and CARRY values of the proposed structure and existing structures are given in 

Table 1. 

 

Fig. 1. Proposed Inexact Adder 

 

 

4. Performance Analysis 

 

The proposed and existing inexact adders are simulated with the use of Microwind 3.0. The 

design trade off parameters such as chip frequency, chip dimension, number of required 

CMOS transistors and Power consumption are measured and its values are shown in Table 

3. From the above simulated outputs, it is clear that the suggested inexact adder executes 

better while considering the tradeoff parameters. The power consumption is considerably 

reduced with the increase in chip frequency and are given in Fig. 2 and 3 respectively. From 

the Table 3, the Mean Error Distance (MED) is calculated as 3 Normalized Mean Error 

Distance (NMED) is 0.4135. It can be implemented where nano-scale high-speed multiplier 

[20] has to be designed. The various digital designs are used in architecture [21] also. 
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Table 1. Output values of accurate adder & approximate adders 1 to 7 

 
 

Table 2. Output values of approximate adders 8 to 12 & proposed adder 

 
 

Table 3. Simulation Outputs of Proposed and Existing Inexact Adders 

Adder  

Chip 

Dimension 

(Width X 

Height) (µm) 

Chip 

Frequency 

in (GHz) 

Number of 

transistors 

Consumption 

of Power (nW) 

Total 

Error 

Distance 

Error 

Rate 

(%) 

App. 1 7 X 10 0.965 12 1.832 4 25 

App. 2 13 X 12 0.167 18 4.095 4 25 

App. 3 14 X 12 0.25 20 3.559 4 25 

App. 4 15 X 11 0.25 32 7.057 2 12.5 

App. 5 8 X 10 0.25 12 4.052 2 12.5 
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Adder  

Chip 

Dimension 

(Width X 

Height) (µm) 

Chip 

Frequency 

in (GHz) 

Number of 

transistors 

Consumption 

of Power (nW) 

Total 

Error 

Distance 

Error 

Rate 

(%) 

App. 6 17 X 12 0.25 38 6.824 2 12.5 

App. 7 19 X 12 0.25 46 7.762 2 12.5 

App. 8 11 X 11 0.333 22 5.11 8 50 

App. 9 15 X 12 0.25 30 5.26 4 25 

App. 10 17 X 12 0.25 36 5.424 2 12.5 

App. 11 10 X 10 0.25 18 3.297 2 12.5 

App. 12 8 X 10 0.25 12 8.663 2 12.5 

Proposed 6 X 11 1.17 10 0.965 5 31.25 

 

 
Fig. 2. Simulated Output for Consumption of Power (nW) 

 

 
Fig. 3. Simulated Output for Chip Frequency (GHz) 
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5. Conclusions 

 

This work reveals the overall performance of existing and proposed inexact adders. After 

analysing the performance, it is concluded that the proposed inexact adder has high chip 

frequency chip dimension and low power consumption while comparing to the existing 

inexact adders. Because of the high speed and low power consumption, the suggested 

inexact adder can be recommended for the applications where the approximate computing is 

implemented especially for  image processing applications and it can be implemented by 

using FPGA. 
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